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ABSTRACT
In today’s digital age with an increasing number of websites, so-
cial/learning platforms, and di�erent computer-mediated commu-
nication systems, �nding valuable information is a challenging and
tedious task, regardless from which discipline a person is. How-
ever, visualizations have shown to be e�ective in dealing with huge
datasets: because they are grounded on visual cognition, people
understand them and can naturally perform visual operations such
as clustering, �ltering and comparing quantities. But, creating
appropriate visual representations of data is also challenging: it
requires domain knowledge, understanding of the data, and know-
ledge about task and user preferences. To tackle this issue, we
have developed a recommender system that generates visualiza-
tions based on (i) a set of visual cognition rules/guidelines, and
(ii) �lters a subset considering user preferences. A user places in-
terests on several aspects of a visualization, the task or problem
it helps to solve, the operations it permits, or the features of the
dataset it represents. This paper concentrates on characterizing
user preferences, in particular: i) the sources of information used
to describe the visualizations, the content descriptors respectively,
and ii) the methods to produce the most suitable recommendations
thereby. We consider three sources corresponding to di�erent as-
pects of interest: a title that describes the chart, a question that can
be answered with the chart (and the answer), and a collection of
tags describing features of the chart. We investigate user-provided
input based on these sources collected with a crowd-sourced study.
Firstly, information-theoretic measures are applied to each source to
determine the e�ciency of the input in describing user preferences
and visualization contents (user and item models). Secondly, the
practicability of each input is evaluated with content-based recom-
mender system. The overall methodology and results contribute
methods for design and analysis of visual recommender systems.
The �ndings in this paper highlight the inputs which can (i) ef-
fectively encode the content of the visualizations and user’s visual
preferences/interest, and (ii) are more valuable for recommending
personalized visualizations.
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1 INTRODUCTION
The e�ectiveness of personalized recommender systems (RS) highly
depends on user and item pro�le completeness and accuracy [17].
Hence, regardless of the approach, the key factor in personalized
recommendations is the decision about how to exploit the relev-
ant information about the user and items, and more important,
which information better describes the properties of items and the
preferences/needs of a user. Collaborative �ltering approaches for
instance use ratings, while content based approaches build on user-
provided input, typically in form of tags and comments. Rating
is fast, simple, and e�ective in communicating user preferences
also in the context of visualizations [16], but it does not indicate
much about goals or intentions of the user regarding the item. An-
notating visualizations with tags brings extra bene�ts, as a user
indicates her insights and interpretation of the data being visu-
alized, i.e., issuing details with keywords pulled from a personal
vocabulary [15, 26, 27]. Hereby, visualizations are organized for
later retrieval.

There are two caveats in these approaches to personalizing visu-
alizations: 1) people are often reluctant to give a feedback, 2) ratings
and tags forego information about the context where the item was
used. Unless the bene�t is evident, users rarely engage in tagging
or rating items. This is true in the context [4, 26] and can be more
acute for visualizations where the user is possibly engaged in a
thought process that would be interrupted by rating/tagging. More
importantly, a single rating does not tell much about goals or in-
tentions of the user. Whereas tags encode features of the item, it
is not evident that users will include their task or intentions when
tagging a chart. Our working question is: can we use alternative
sources to derive item descriptions suitable for recommendation?

In the context of visualizations, user’s provided input (annota-
tions) can take other forms. For instance, it is common for user to
pose a question that is answered with a visualization, or to de�ne
a title and description for the visualization in form of a caption.
We consider these two alternative sources of information (titles,
questions&answers (Q&As)) as potential descriptors both of item
and user intentions. To investigate how e�ectively they encode
information, each information source (tags, titles, Q&As) is char-
acterized using information-theoretic measures, such as entropy,
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conditional entropy and mutual information, as suggested in Chi
et al. [3, 11]. Finally, using each of these sources separately, we
build models for user and item pro�les to recommend personal-
ized visualizations applying a content based recommender. This
allows us to obtain insights and draw general conclusions about
the drawbacks and bene�ts for each source as input for the visual
recommender systems. The input data for our studies was obtained
with a crowd-sourced experiment involving 47 participants that
had to provide accurate description of each visualization in forms
of tags, a title and a question it may answer.

In a nutshell this paper makes the following contributions. We
propose a framework to assess the encoding power of di�erent
textual information sources in describing user preferences and visu-
alizations. The framework is used in a thorough analysis of di�erent
kinds of user-provided input characterizing data models for user
and visualizations. We derive insights on how their nature impacts
the generation of personalized visualization recommendations.

2 RELATEDWORK
One of the key concerns in personalizing recommendations is build-
ing personalized pro�les of individual users and candidate items.
These pro�les constitute models of (i) individual user characterist-
ics describing what the user needs and prefers— user model, and
(ii) item characteristics describing what the items represent, their
content respectively— item model. Yet content-based recommender
systems try to de�ne personalized recommendations by matching
up the attributes of the user model with the attributes of the item
model. However the following questions arise: (i) which source
of information is most e�ective at encoding user preferences and
item characteristics, (ii) which source of information yields the
more accurate recommendations, and �nally (iii) how to acquire
this information from the user.

In traditional content based recommendation approaches, sys-
tems collect user preferences by explicitly asking users to share
their interest and needs, typically in form of tags. Although partially
successful, these approaches often su�er on the missing motivation
of the user for annotations [5, 13]. However, recent studies on this
topic show that user’s motivation to annotate resources increases
if this provides a navigational aid to the resources [25]. Ricci et
al [22], for instance, present a recommender system to help user
with searching for travel products. To de�ne recommendations that
are closer to user’s needs the system asks user to provide critiques
in form of textual feedback when one feature of the recommended
product is not satisfactory or very important. The authors prove
the e�ectiveness of their system with an empirical study. This also
applies for visualizations. When user annotates visualizations, she
provides her insights and her interpretation on the data being visu-
alized. Hence, the annotations serve as analysis �nding records and
personal reminder for later data discovering and analysis tasks [4].

The process of annotating can be considered as an encoding pro-
cess where the annotations encode the information (facts, features
etc.) about the items [25]. However, it depends on the encoding
quality of the used annotation type (tags, titles, Q&As) how good
a recommender performs. Chi et al. [3] use information-theoretic
measures (entropy, conditional entropy, mutual information) to

evaluate the encoding power of tags collected from the social tag-
ging site del.icio.us. Using these measures Chi et al. quantify the
diversity in tags and documents and the amount of shared inform-
ation between them. The obtained results �nally provide insight
into how e�ective the tags are at encoding documents. Strohmaier
et al. [25] use conditional entropy and orphan ratio for measuring
and detecting the tacit nature of tagging motivation by analyzing
the tag sets produces by 8 di�erent tagging systems regarding to
their encoding and descriptive power. The results of their study
show that (i) tagging motivation of individuals varies within and
across tagging systems, and (ii) user’s motivation for tagging has
an in�uence on produced tags and folksonomies. Yi-ling Lin et
al. [11] analyze the tags they collected for images in two di�erent
tagging conditions (with and without description) on perspectives
such as diversity, speci�city, quality, similarity and descriptiveness.
The analysis mainly covers common text-quality metrics, such as
number of unique- and common words of each content and so far.

Regarding to the research question “which source of informa-
tion de�nes the more accurate recommendations” the most notable
research is provided by Bellogín [1] et al., who try to identify the
sources of information (ratings, tags, social contacts, etc.) most
valuable for a recommender in a social music service. To do so
Bellogín et al. evaluate a number of content based, collaborative
�ltering and social recommenders on heterogeneous datasets ob-
tained from Last.fm with well-known metrics precision, recall and
ranking based matrix. Next, they compare the characteristics of the
generated recommendations using non-performance metrics such
as coverage, overlap, diversity and novelty between di�erent set of
recommendations.

Our paper extends the research on evaluating the power of an-
notations (tags, ratings etc.) at encoding documents, music tracks
and users’ interests in these resources into encoding visualizations
and users’ visualization preferences. Similar to the relevant works
we suggest for this purpose information-theoretic measures en-
tropy, conditional entropy and mutual information as these meas-
ures have been proposed in many �eld to assess the diversity of
textual content [8, 14, 28]. Furthermore, we address the question of
how valuable di�erent source of information are for recommending
visualizations by applying a content based �ltering approach as
this recommendation approach builds on the content features.

3 APPROACH
We developed a recommender system, called VizRec, with the pur-
pose to generate personalized visualizations [15, 16]. The schematic
overview of the approach is depicted in Figure 1. VizRec responds
to a query with a list of personalized visualizations ordered in a
top-n sorted manner. The query is a typical free-form text common
in search engines (e.g., "most popular movies 2006-2016"). The
response to the query is a dataset compiled by a federated system
from various associated sources, each with its proprietary data
model. Before passing to VizRec, the data are structured after a
common data model with a prede�ned schema. Within VizRec,
two recommendation stages take place. First, a rule-based system
applies visual encoding guidelines to generate a collection of visu-
alizations appropriate for the data. Second, the collection is sorted
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Figure 1: Schematic representation of the visualization recommender: The rule-based stage applies visual encoding guidelines
to generate a collection of visualizations appropriate for the data. The personalization stage applies user preferences/pro�les
(content terms such as tags and titles) and �lters the visualizations according to users' needs and interests. This stage also
maintains repositories for user preferences/pro�les.

and �ltered according to user preferences using a content-based
recommender system (CB-RS).

Visual encoding guidelines are generic principles that establish
relations between visual components of a visualization (e.g., x-
axis of a bar chart) and elements of the data (e.g., whether a �eld is
numeric, categorical, or a location, see Section 3.1). A preprocessing
unit analyzes the data to structure them in terms of interesting
data elements so visual encoding can take place. The three steps
to generate personalized visualization recommendations are: (1)
preprocessing, (2) visual mapping, and (3) user preference �ltering.
In the following subsections, we brie�y describe each of these units.

3.1 Preprocessing
The preprocessing unit is responsible for extracting and annotat-
ing data attributes appropriate for mapping. The input data for
VizRec are structured following the speci�cation of the data model
described in [18]. The de�ned speci�cation, concretely, focuses
on organizing the di�erent kind of data attributes (content inform-
ation) extracted from the original sources (ACM digital Library,
DBpedia, Mendeley, Europeana etc.). To de�ne the set of appropri-
ate visualizationsVizRec, �rst, extracts and analyzes the attributes
of the data set being visualized and then categorizes them into
standard and/or speci�c datatypes. The data are categorized into
standard datatypes, such as categorical, temporal and numerical
� represented by primitive data types string, date and number, re-
spectively. This categorization into primitive datatypes is basically
performed by analyzing values of the individual attributes. To do so,
the analysis employs a top-down approach, i.e., for a given value it
is �rst decided to which of the aforementioned standard datatypes
it belongs. Next, by using gazetteer lists more specialized datatypes
are derived, e.g., for spatial information.

Furthermore, the preprocessing unit addresses the task of prior
organization of the visualizations into visual patterns each describ-
ing one possible combination of visual components of a visualiza-
tion and data types supported. For instance, two possible patterns

for the bar chart are (1)
�
x � axis : string; y � axis : number

	
, and

(2)
�
x � axis : date; y � axis : number

	
. These patterns specify the

types of data required for a bar chart to be instantiated. Note that
the pattern de�nition is based on so called Visual Analytics (VA)
Vocabulary. For more details about the used vocabulary we refer to
our previous paper [15].

3.2 Visual Mapping
The visual mapping process can be considered as a schema match-
ing problem [20]. The basic idea behind schema matching is to
�gure out a semantic relevance between two objects in schemes
under consideration. The result is a mapping comprising a set of
elements, each of which indicates that certain elements of schema
S1 are related to certain elements of schema S2. In our case, the
schemes we deal with are on the one hand the data model which
describes the input data, and on the other hand the VA Vocabu-
lary which describes the semantics of the visualizations. Hence,
the schema matching in our context produces mappings (possible
con�gurations of a visualization) each of which describes the cor-
respondence between a data attribute of user's current data and a
visual component of a visualization. Concretely, the relation from
a data attribute to a visual component is valid only if we can estab-
lish syntactic correspondences between them. One possibility to
identify this is to verify the data type compatibility. The prepro-
cessing unit provides visual patterns for visualizations and the data
attributes both including the data types of their elements. Thus,
to de�ne a valid mapping the mapping operator simply compares
the data types of the visual components and data attributes and
builds so the list of plausible mappings. For more details about the
mapping algorithm we refer to our previous paper [15].

3.3 User Preference Filtering
To �nally �lter the generated mapping combinations according to
the user's preferences, we employ a content based recommender
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system (CB-RS). In a nutshell, the CB-RS generates recommenda-
tions by analyzing the relevant content, concretely, the information
we know about the active user and the information we extracted
from the items (visualizations). The item speci�c information might
be (i) features describing the item, (ii) annotations user applied to
the item, or (iii) both features and annotations. Yet, if the visualiza-
tion is e.g., a bar chart showing the budget per genre (see Figure 2
top left), the features describing this visualization would be the
data �eldsgenreandbudgetplotted on thex � axis-andy � axis.
Note that these data �elds are extracted from the current dataset
they therefore not only represent the content of the visualization
but also of the dataset.

Following the basic principles of CB-RS, the recommendations
are produced based on the content similarity, in our case between
the interests of the active user i.e., her pro�le, and the content
information of the candidate items, item pro�le respectively. An
excerpt of these both pro�les is given in Figure 1, in the �User/Vis.
Pro�le� block. Generally, a pro�le is a collection of terms provided
to characterize user or items. Thus, for each user in user pro�le,
there is a set of terms describing interests of that particular user. Yet,
a user annotates a visualization with terms which describe its con-
tent and thus serve as information sources to pro�le that particular
visualization [2, 11]. To take this into account, our recommender
de�nes the item (=visualization) pro�les with the aggregated terms
supplied by the current user in the past. Note, before we build
the pro�les we perform a normalization process on the keywords,
which involves, (i) removing of commoner morphological and in-
�ectional endings from English words using the Porter stemmer
algorithm [9], (ii) removing of stop words (what, how, some, many,
etc.) and punctuations (keyword tokenizer), and �nally (iii) the
lowercase �ltering. This step helps to avoid that the words repres-
ented in various language forms are interpreted di�erently [12]. As
mentioned, we address in this paper three types of input data mod-
els: tags, title and Q&As. So, for each entry in our user pro�le, we
have normalized terms categorized either to tags, titles or question.
However, in our item pro�le we have normalized terms categorized
either to tags, titles or answers.

Similarity Estimation and Item Ranking: To determine the cor-
relation between visualizations and users, we transform the con-
tent of the user pro�les and item pro�les into the Vector Space
Model (VSM) with the TF-IDF (Term Frequency-Inverse Document
Frequency) weighting schema. VSM is a common technique to
vectorize the content and in this way to enable analysis tasks, such
as classi�cation and clustering for example. In our case, VSM con-
sists of user pro�le (the current tags, titles or questions) and item
pro�le (tags, titles or answers user applied to the visualizations
in the past), both represented in form of vectors. Concretely, us-
ing this scheme, each visualization is de�ned as an n-dimensional
vector, where each dimension corresponds to a term, or more pre-
cisely, to the TF-IDF weight of that particular term. To clarify
this, letM = fm1; m2; m3; :::; mN gbe a set of visualizations and
T = ft1; t2; t3; :::; tn ga set of terms inM. Each visualizationmi
is represented as a vector in a n-dimensional vector space, i.e.,
mi = w1;i ;w2;i ;w3;i ; :::;wn;i , wherewk;i denotes the weight for
the termtk applied a visualizationmi , i.e.:

wk;i = t f tk ;m i � id ft = t f tk ;m i �
"
loge

 
N

d ft + 1

!
+ 1

#
(1)

where the former factor of the product is an occurrence frequency
of the termtk applied a visualizationmi , and the later indicates
the distribution of the term among the both pro�les (i.e., so that
particular and commonly occurring terms can be discriminated
from each other). We apply the same weighting scheme to de�ne
the user pro�le. Having de�ned the pro�les, it is now possible to
estimate their similarity. To do so, we use the weighting information
in the vectors and apply thecosine similaritymeasure [12], de�ned
as follows:

sim(mi ;mj ) =

P
k wk;i wk; j

q P
k (wk;i )2

q P
k (wk; j )2

(2)

wheremj denotes the tag (or title, question) collection of the current
user. The result of this measure is a cosine value of the angle
between two vectors, in our case between the mapping combination
and e.g., the tag collection. The retrieved values are then used as
scores to rank the relevant visualizations following the Equation:

predcb(mi ;mj ) = � m i ;m j � Msim(mi ;mj ) (3)

Note that the approach of our recommender system is described
in detail in our previous paper and is beyond the scope of this paper.
For more details please refer to [15].

4 EXPERIMENT SETUP
The goal of the study is to investigate the characteristics of tags,
titles, and Q&As and their impact on recommending personalized
visualizations. To collect these di�erent kinds of annotations we
designed a crowd-sourced study where we asked the user to an-
notate and rate the visualizations according to the di�erent data
sources. In Section 4.1, we provide details about how we collected
the annotations (tags, titles, Q&As). In our previous work [16], we
have already investigated the characteristics of the collected ratings
and their impact on the recommendation quality� on our CF-RS
respectively. Thus, here we put focus on tags, titles and Q&As. To
that end, we proceed with the experiment as follows:

� First, we analyse how good these three types of input data models
encode both user and visualizations (see Section 5). The obser-
vations from this part of the experiment shall reveal us some
important facts about why some of the inputs are better than the
other. Based on those observations, we build a list of candidate
inputs for each data set (i.e., which descriptors accurately de-
scribe user, and which ones the visualizations). Those are in the
end our assumptions that we want to con�rm using the o�ine
study.

� Next, we execute our content-based recommender on candidate
input data models to see if their encoding power can be con�rmed.
The results of this study are presented in Section 6.

4.1 Datasets
Visualizations were generated for three open source datasets (see be-
low) using a rule-based visualization recommendation system [15].
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