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Abstract. When a movie is uploaded to a movie Recommender System
(e.g., YouTube), the system can exploit various forms of descriptive fea-
tures (e.g., tags and genre) in order to generate personalized recommen-
dation for users. However, there are situations where the descriptive fea-
tures are missing or very limited and the system may fail to include such
a movie in the recommendation list. This paper investigates hybrid rec-
ommendation based on a novel form of content features, extracted from
movies, in order to generate recommendation for users. Such features
represent the visual aspects of movies, based on Deep Learning models,
and hence, do not require any human annotation when extracted. We
have evaluated our proposed technique using a large dataset of movies
and shown that automatically extracted visual features can mitigate the
cold-start problem by generating recommendation with a superior qual-
ity compared to different baselines, including recommendation based on
human-annotated features.

Keywords: Recommender systems · Visually-aware · New item.

1 Introduction

Recommender systems are intelligent tools that can support users in their de-
cision making process by suggesting a shortlisted set of items tailored to their
personal needs and constraints [21, 39, 28, 1]. These systems can learn from the
particular tastes and interests of the users and generate recommendation that
can better match their interests and tastes [38, 13].

There exists a wide range of approaches that can be adopted to create per-
sonalized recommendations for users. Content-Based Filtering (CBF) is among
popular approaches that can exploit the content features associated to videos
(e.g., tag, and genre) and recommends to a target user the videos with the con-
tent similar to the videos that she liked in the past [5, 34, 40, 45]. Collaborative
Filtering (CF), on the other hand, is another popular approach which focuses
on exploiting patterns among the user preferences (e.g., ratings or likes) and
recommends to a target user those videos that have been highly co-rated by
like-minded users similar to her [22, 23, 11, 48].
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While either of these approaches can be effective in generating relevant rec-
ommendation for users, they may fall short to recommend videos whose descrip-
tive data is missing or very limited and hence the system do not have sufficient
information about those videos [14, 16]. This is a common problem in recom-
mender systems called New Item as part of a bigger challenge called Cold Start.
New item problem in video streaming applications happens when a new video
has been uploaded to the system where the users have not provided neither rat-
ing nor any other form of the data, e.g., tag or comments. In such a case, almost
all recommender approaches may fail to include such a video when generating
personalized recommendation for users. Apart from the new item problem, the
process of collecting quality data to represent the videos is itself another major
problem. Some forms of data (e.g., genre), a group of experts are essentially
required to manually annotate every, and other forms (e.g., rating and tag) may
need a large community of users willing to provide the data. This makes the
aforementioned data to be very expensive and extremely sparse to collect [9, 30,
4, 3, 46].

In this paper, we address the above-mentioned problems by proposing a novel
recommendation technique that exploits visual features to generate personalized
recommendation for users. We have adopted a hybrid Matrix Factorisation (MF)
algorithm [24], implementing different optimization methods, i.e., BPR, WARP,
and Logistic. The proposed visual features can be extracted in a completely au-
tomatic way, using Deep Learning models and hence they require no (expensive)
user annotation. This enables our proposed technique to effectively cope with
the cold-start problem, when no or limited human-annotated data is available.

We have extracted a large dataset of visual features from 12,875 of the
trailers of the movies that exist in the Movielens dataset. Movie trailers have
shown to exhibit high visual similarity compared to their full length movies
[8]. In addition to visual features, we have also collected a rich dataset of movie
subtitles and generated recommendation based on them and considered it as one
of the baselines. We evaluated our proposed recommendation technique using the
dataset with hundreds of thousands of ratings. The results show the superior
performance of our proposed technique compared with a number of baselines,
i.e., recommendation based on tag, genre, and subtitle.

The main contributions of this work can be summarized as follows:

1. The proposal of a novel hybrid recommendation technique based on visual
features considering different optimization methods. e.g., BPR, WARP, and
Logistic, and comparing it with different baselines with regards to different
evaluation metrics;

2. extracting a large dataset with visual features, using an advanced deep learn-
ing model; Dataset will be published publicly upon the acceptance of the
paper;

3. collecting a large dataset of subtitles from full length movies and exploiting
them in a baseline recommendation technique.
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2 Related work

One of the most popular types of recommender systems are based on the Content-
based Filtering (CBF) technique. In this technique, the items are represented by
their content and the users by associating their preferences with the item con-
tent [28, 21, 29, 36, 18]. In movie domain, the item content are described with a
set of representative features describing different aspects of the movie content.
Traditional examples of content features are genre and tag, representing some
form of semantics within the movies.

Recent approaches based on content-based filtering have adopted a novel
form of movie content based on visual features [49, 8, 15] illustrating a more
stylistic representation of the movies. This type of novel features, in contrast
to the traditional features, does not need any expensive human-annotation and
can be extracted automatically adopting Computer Vision methods. Hence, they
could be a potential solution for movie recommendation in cold start, i.e., when
recommending movies with no descriptive features[12]. Another advantage of the
visual features is that they can be more representative of the production style
and can enable movie recommender systems to become style-aware [26, 19, 50,
2].

Visual features, extracted from movie content, can have different classes, each
of which illustrating a different representation of the movies [31]. One class of
visual features can describe movies from a high-level perspective while another
class can describe them from a low-level perspective. The former type of features
typically provide a more semantic representation of the movies (e.g., sun shining
in the a movie scene) while the latter type focus more on low level aspects (e.g.,
colorfulness and brightness in a movie).

A number of prior work have proposed recommender systems capable of using
visual features. As an example, the authors in [49] proposed a recommendation
approach by combining semantic and visual content features. Another example
is [50] that proposed integration of multiple ranking lists, each of which gen-
erated by a set of semantic or visual features. The authors of [7] proposed a
recommendation technique based on a selection of handcrafted visual features
including shot length, object motion, color, and lighting. [41] is another work
where authors explored the different potentials of visual features in movie recom-
mender systems. In [6, 42] , a set of audio-visual features have been exploited to
generate movie recommendation. In [27] and [35], the authors proposed a video
recommender system that takes advantage of Deep Learning methods based on
Convolutional Neural Networks (CNN). Finally, few prior works attempted to
address the research gap between video classification, and search & recommenda-
tion by proposing a more unified solutions. An example is [25] where the authors
proposed a model based on a deep learning approach (i.e., CNN) utilizing a set
of audio-visual features and showed to be effective in the noted tasks.

Our work differs compared to the work mentioned above in the following
aspects. First of all, these works adopted a one-size-fits-all approach by consid-
ering a single optimization method when building their recommendation model.
However, different methods may better suit different type of content data (e.g.,
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visual features, genre and tag). Hence, we adopted different optimization meth-
ods, based on different loss functions, for different types of data. We have used
a large dataset of movies and compared the performances of different optimiza-
tion methods for the task of recommendation. To the best of our knowledge,
non of the prior works has performed such a comparison. Furthermore, we have
considered a novel baseline, i.e., recommendation based on movie subtitle and
compared it with our proposed recommendation technique (visual features) as
well as more traditional baselines (genre and tags) taking into account different
evaluation metrics, i.e., Precision@K, Recall@K, AUC, and Reciprocal Rank.

3 Methodology

We used a large dataset of key-frames from 12875 movie trailers collected from
YouTube. According to prior work, there is a high similarity between the visual
features extracted from full-length movies and their respective movie trailers [8].
The following list represents the entire methodology: Extracting Visual Features:
Every key-frame is analyzed using a pre-trained CNN model [44], resulting in
feature labels. Aggregating Features: Visual features are aggregated using two
different methods, resulting in two different sets of feature vectors. Training and
predicting: The feature vectors are used to train the prediction models.

3.1 Feature Extraction

Our feature extraction can be divided into two parts. First part includes the ex-
traction of visual features from movie trailers, and the second part encompasses
the collection of movie subtitles.

Visual Feature Extraction. We extracted visual feature labels by applying
the VGG-19 image classification model [44], a 19-layer network trained on Im-
ageNet, to the key-frames of every movie trailer in the key-frame dataset. The
model was implemented in Python, using the Keras API, which is built on top
of the TensorFlow framework [32]. The output of the model consists of a label,
representing the predicted classes of the input image, as well as a confidence
value representing the certainty of the prediction being correct. The resulting
dataset of labels for 12,875 movies includes 997 unique feature labels in total.

Subtitle Collection and Pre-Processing. Subtitles were collected using a
public API [33] 1, then parsed and pre-possessed, resulting in a dataset of En-
glish subtitles from 1514 different movies. Among the pre-processing steps were
removal of timestamps and subtitle-specific data, stop word removal, part-of-
speech filtering, and lemmatization. The resulting dataset includes 62664 unique
features.

1 http://www.opensubtitles.org
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3.2 Feature Aggregation

To form the final feature embeddings of a movie, we have aggregated the ex-
tracted features. Visual features were aggregated using two different methods,
producing two separate feature matrices, Deep Visual-f and Deep Visual-c.

Deep Visual-f. Visual features were weighted using Term Frequency–Inverse
Document Frequency (TF-IDF) [43]. TF-IDF can recognize the importance of
each word in a document in the context of a corpus of documents. If a word has
low occurrence across the corpus, while having high frequency in one (or few)
document, it likely plays a key role in that specific document. In our case, a
movie is considered as a document, and the labels of the movie are considered
as words of that document. Furthermore, the collection of all movies and their
respective labels corresponds to the corpus of documents.

Deep Visual-c. Important elements in a movie can be assumed to be empha-
sized visually, and thereby more likely to be predicted with a higher confidence,
computed by the image classification model. Based on this assumption, visual
features were weighted according to the mean confidence value of each label
occurring in a movie.

Subtitles. Subtitle features were weighted using the frequency of the words,
occurring in subtitles for different movies, and normalized afterwards by applying
min-max normalization.

3.3 Recommendation Algorithm

We built a hybrid recommender system that extends the Matrix Factorization
model and enables it to exploit different types of data. Hence, the recommender
system has become capable of using heterogeneous data including different types
of side information (visual features & genre of movies, ratings & tags of users).
The implementation of the hybrid recommender algorithm has been done using
a popular library, i.e., LightFM [24]. The hybrid recommender system can learn
the latent embeddings for users and items and encodes the user preferences over
items. When these representations are multiplied together, they create scores
for every item given a user. Representations of users and items are expressed by
representations of their features. Feature representations are derived at by esti-
mating an embedding for every feature and summing the embeddings together
to arrive at user and item representations. The embeddings are learned with the
use of stochastic gradient descent methods.

We considered different optimization methods with different loss functions:
Weighted Approximate-Rank Pairwise (WARP) [47], Bayesian Personalized Rank-
ing (BPR) [37], and logistic loss. The WARP loss function is defined as [47, 20]:

ErrWARP (xi, yi) = L [rank(f(yi|xi))] (1)
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where the function rank(f(yi|xi)) measures the number of negative labelled
instances that are “wrongly” given a higher rank than this positive example xi :

rank(f(yi|xi)) =
∑

(x′,y′)∈C−u

I [f(y′|x′) ≥ f(y|xi)] (2)

where I(x) is the indicator function, and L(·) transforms this rank into a loss:

L(r) =

r∑
j=1

τj , withτ1 ≥ τ2 ≥ · · · ≥ 0. (3)

This class of functions allows one to define different choices of L(·) with different
minimizers. Minimizing L with τ1 = 1 and τi>1 = 0, the precision at 1 is opti-
mized, τj = 1

Y−1 would optimize the mean rank, while for τi≤k = 1 and τi>k = 0
the precision at k is optimized. For τi = 1/i a smooth weighing is given, where
the top position is given more weight, with rapidly decreasing weight for lower
positions. This is useful when opimizing Precision@K for a range of different
values at K is desirable.

BPR [37] is one of the state-of-the-art algorithms exploit homogeneous im-
plicit feedbacks. It assumes that a user prefers a consumed item to an uncon-
sumed item, denoted as (u, i) � (u, j)orr̂uij > 0. Mathematically, BPR solves
the following minimization problem [37]:

min
Θ

∑
(u,i,j):(u,i)�(u,j)

fuij(Θ) +Ruij(Θ) (4)

where the loss function fuij(Θ) = −lnσ(r̂uij) is designed to encourage pair-
wise competition with σ(x) = 1/(1 + exp(−x)) and r̂uij = r̂ui − r̂uj . Note that

Ruij(Θ) = ∝2 ‖Uu·‖2 +∝2(‖Vi·‖2 + ‖Vj·‖2) +∝2(‖Bi‖2 + ‖Bj‖2) is the regular-
ization term used to prevent overfitting, and r̂ui = 〈Uu·, Vi·〉+bi is the prediction
rule based on user u’s latent feature vector Uu· ∈ R1×d, item i’s latent feature
vector Vi· ∈ R1×d and item bias Bi ∈ R.

4 Experiments and Results

4.1 Evaluation Methodology

We have evaluated our proposed recommendation technique based on (auto-
matic) visual features considering different optimization methods, i.e., WARP,
BPR, and logistic loss functions utilizing both item features and user interac-
tions. Each model was trained on one of two types of automatic features (i.e.,
item embeddings), namely Deep Visual-f, Deep Visual-c. For the baselines we,
have considered recommendation based on subtitles, tags, or genre. While subtitle
can be automatically extracted, both genre and tags requires human-annotation.
In addition to item features, MovieLens1M dataset [17] has been utilized. In or-
der to simulate the cold-start scenario, we have randomly sampled the dataset.
The final result contained 272,515 ratings for 1514 items provided by 6040 users.
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The train and test sets were built by following a hold-out methodology, i.e.,
randomly splitting the dataset into 80% (train) and 20% (test) disjoint subsets.
The proposed recommendation models have been trained using the train set
and evaluated using the test set. Hyperparameter tuning has been performed
using a random search to fit LightFM models with random hyperparameter
values and evaluating the model performance on the validation set. Based on the
hyperparameter tuning result, models were trained over 25 epochs with AdaGrad
[10] as learning rate schedule and learning rate of 0.06.

Feature Type Precision@K Recall@K AUC Reciprocal Rank

Tag manual 0.027 0.080 0.518 0.084

Genre manual 0.040 0.024 0.698 0.118

Subtitle automatic 0.070 0.048 0.849 0.179

Deep Visual-c automatic 0.157 0.103 0.846 0.342

Deep Visual-f automatic 0.166 0.109 0.860 0.354

Table 1: Comparison of the recommendation quality based on automatic features
and manual features.

4.2 Experiment A: Recommendation Quality

In the first set of experiments, we have measured the quality of the recommenda-
tion based on automatic visual features, extracted by the deep learning model.
Figure 1 represents the results obtained in this experiment.

First of all, as it can be seen, both version of our proposed recommendation
technique (Deep Visual-f and Deep Visual-c), based on visual features, outper-
form all the other different baselines. In terms of Precision@K, Deep Visual-f
achieves the score of 0.166 and Deep Visual-c achieves score of 0.157. The next
best precision score is obtained by recommendation based on movie subtitles
with the score of 0.070, where recommendation based on manual features, i.e.,
genre and tag, received the lowest scores, i.e., 0.040 and 0.027, respectively. In
terms of Recall@K, similarly, both Deep Visual-f and Deep Visual-c achieved
the best results with the scores of 0.109 and 0.103, respectively. The next best
performance has been observed for recommendation based on the subtitle with
the score of 0.048. The recommendation based on genre and tag have performed
the worst with the scores of 0.24 and 0.080, respectively.

In terms of AUC, recommendation based on subtitle has achieved a great
score of 0.849, however, Deep Visual-f still has obtained the best score of 0.860.
Recommendation based Deep Visual-c has obtained the next best result with
the score of 0.846. Recommendation based on genre and tag have received the
lowest scores, i.e., 0.698 and 0.518, respectively. Finally, in terms of Reciprocal
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Rank, again, proposed recommendation technique based on either Deep Visual-f
and Deep Visual-c has achieved the highest scores. While the observed scores
for Deep Visual-f and Deep Visual-c were 0.354 and 0.341, the next best score
was almost half of these values, observed for recommendation based on subtitle
with a score of 0.179. As expected, both genre and tag have shown the worst
performance with the scores of 0.118 and 0.084.

Fig. 1: Comparison of recommendation based on automatic features using differ-
ent optimization methods in terms of (top) Precision and (bottom) Recall.

4.3 Experiment B: Comparing Loss Functions

In the second set of experiments, we have compared the recommendation based
on automatic features when different types of optimization algorithms have used.
The results have been illustrated in Figure 2 and 3.

First of all, as it can be seen, different loss function (hence optimization
algorithm) can yield different recommendation quality for each type of automatic
features. For the visual features, either deep visual-c or deep visual-f, the best
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results have been achieved using warp loss function, considering all metrics,
i.e., Precision@K, Recall@K, AUC, and Reciprocal Rank. Surprisingly, bpr loss
function does not perform well and in some cases (e.g., Precision) it yields the
worst results.

For the subtitle features, on the other hand, the best results have been
achieved by bpr loss function for all metrics. In contrary, the worst results are
obtained by warp loss function. This is another surprising result as both types
of visual and subtitle features are of categorical type and might be expected
to share similarities in their nature. However, apparently, they represent differ-
ent aspects of the videos that are perhaps different and hence shall be handled
differently.

Fig. 2: Comparison of recommendation based on automatic features using differ-
ent optimization methods in terms of (top) Precision and (bottom) Recall.

Overall, these promising results have shown the excellent performance of
hybrid recommendation based on visual features, using different optimization
methods. The results have clearly illustrated the substantial potential behind
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these features that can exploited when no other types of content features are
provided to a movie recommender system.

Fig. 3: Comparison of recommendation based on different automatic features
using different optimization methods in terms of (top) AUC and (bottom) Re-
ciprocal Rank.

5 Conclusions and Future Work

This paper focuses on the new item problem as part of cold start in recommender
systems and proposes a hybrid technique to generate recommendation based
on visual features, automatically extracted from movies. The visual features
have been extracted using a deep learning network (i.e., CNN) and exploited to
generate movie recommendation. The proposed technique can be fully automated
and does not require any human involvement and hence can be utilized when
recommending movies that have neither any rating nor content features.

The proposed hybrid technique has been evaluated using a large dataset of
movie trailers and compared against recommendation based on other features,
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i.e., subtitle, genre and tags. The results have shown that our proposed recom-
mendation technique can outperform the other techniques with regards to all
the evaluation metrics.

In future, we would like to extend these experiments by taking into account
the datasets, collected from other social networks (e.g., Instagram). In addition
to that we will extend our feature set by considering other types of features that
can be extracted automatically. Finally, we will adopt other feature fusions when
aggregating the visual features.
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