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ABSTRACT
The rise in international migration over the past decades has given
more audience to this crucial issue of human life. According to
reports by United Nations, more than 243 million people live in a
country that is not their place of birth. People decide to immigrate,
based on a range of reasons, and choose the country of destination
with the hope to begin a new life. However, such a risky decision
may not necessarily lead to an improvement of life and in many
cases could result in complete dissatisfaction of the emigrating
person, and in the extreme cases, cause human catastrophe.

Recommender Systems (RSs) are tools that could mitigate this
problem by supporting the people in their decision making process.
RSs can interact with the people who are willing to immigrate and
acquire certain information about their preferences on potential
destinations. Accordingly, RSs can build predictive models based
on the acquired data and offer suggestions on where could be a
better match for the specific preferences and constraints of people.

This work is an attempt to build a RS that can be used in order
to receive personalized recommendation of countries. The system
is capable of eliciting preferences of users in the form of ratings,
learning from the preferences, and intelligently generating a per-
sonalized ranking list of countries for every target user. We have
conducted a user study in order to evaluate the quality of the rec-
ommendation, measured in terms of accuracy, diversity, novelty,
satisfaction, and capability to understand the particular preferences
of different users. The results were promising and indicated the
potentials of the generating personalized recommendations in this
less-explored domain.
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1 INTRODUCTION
World immigration accounts for more than 3.3 % of the population
share. Foreign-born people in developed countries increased from
7 % to over 10% in recent years [11]. Today, “much of the developed
world is now increasingly composed of nations of immigrants” [4].

Deciding to immigrate is indeed a challenging decision and it
could be based on a range of reasons. Immigrants choose the coun-
try of destination with the hope to begin a new life. However, such
a risky decision may not necessarily lead to a better life. This could
be the case even for highly educated immigrants willing to find a
better place to live. Improper decisions based on inaccurate data and
misleading information could result in a complete dissatisfaction
of the immigrating person, and in extreme cases, possibly result in
human catastrophe.

The primary challenge for immigrating people is to accurately
identify the best possible destination, matching their professional
and personal preferences. The belief is that the new place will hope-
fully meet their expectations and result in a relative life satisfaction.
There are a few number of (annually-published) ranking lists, pre-
senting the best destinations to live in the world [35, 38]. However
none of these lists offer a proper personalization mechanism that
provides a ranking list of countries that match individual needs and
constraints of an immigrating individual.

Recommender Systems (RSs) are decision support tools that can
assist the users inmaking better decisions [31]. RSs canmitigate this
challenge by making personalized recommendation of countries to
immigrating people based on their particular preferences. These
systems have been found successful in various application domains,
including e-commerce [32, 37], entertainment [3, 6], tourism [5, 17],
restoration [26, 28], health [18, 25], music [33, 34], art [10, 27] ,
education [21, 24], and even e-business [1, 8]. However, immigration
domain substantially differs from all of these domains. The cost
of irrelevant and incorrect recommendation in many of the noted
domains could be negligible. Watching a wrong movie or listening
to a boring song would not really cause a serious problem. However,
immigrating to an unsuitable place, based on wrong information
in social media or wrong suggestions could be extremely costly
in any aspect (e.g., relocation cost or difficulty of learning a new
language).

This work addresses this challenge by proposing a novel country
RS. The system is capable of effectively eliciting the preferences of
users, provided in terms of ratings, learn from these preferences
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and builds a recommendation models that can offer personalized
suggestion of countries.

We have developed an evaluation methodology in order to assess
the quality of recommendation made by our system. In a prelim-
inary offline experiment, we have compared a range of common
recommender algorithms in order to identify the top performing
algorithms. Then, we have conducted a real user study where we
requested users to compare the top algorithms in terms of different
metrics. The results have shown that there is no best recommender
algorithm. While a certain algorithm could offer higher accuracy
of recommendation, however, other algorithms could recommend
a more diverse and novel recommendations that can better suit a
wider range of preferences.

We believe that our work is the first attempt to build a RS in
this novel application domain, and to the knowledge of authors, no
prior work addressed the challenge of recommendation of countries
to people.

2 METHODOLOGY
2.1 Recommender Algorithms
The algorithms adopted for recommendation mainly focus on using
a classical recommendation model called Collaborative Filtering
(CF) [22]. Techniques based on CF exploit ratings provided by a
network of users in order to predict the missing ratings of the items.
The items with the highest predicted ratings are recommended to
users. [13] briefly describes the approaches based on CF.

Neighbourhood-based this kind of algorithm such as k-nearest
neighbors (KNN) computes rating prediction exploiting two sets
of preference data: the ratings of the user for other items and the
ratings of other like-minded users. The item’s rating prediction is
computed based on how the item was rated by the users similar
to the target user. The rating 𝑟𝑢,𝑖 for the user 𝑢 and the item 𝑖 is
predicted in the following way:

𝑟𝑢,𝑖 = 𝑟𝑢 +
∑
𝑢′∈𝑁𝑖 (𝑢) 𝑠𝑖𝑚(𝑢,𝑢 ′) (𝑟𝑢′,𝑖 − ¯𝑟𝑢′)∑

𝑢′∈𝑁𝑖 (𝑢) |𝑠𝑖𝑚(𝑢,𝑢 ′) | (1)

where 𝑟𝑢 denotes the average ratings of user 𝑢, 𝑠𝑖𝑚(𝑢,𝑢 ′) is a sim-
ilarity measure between two users 𝑢 and 𝑢 ′, and 𝑁𝑖 (𝑢) is a set of
users similar to user 𝑢 (neighbours) who rated item 𝑖 . We computed
the similarity based on Cosine metric.

Matrix Factorization techniques such as SVD learns for both users
and items factor vectors of the same size. Those vectors are inferred
from the user’s rating. Each element of the factor vector, assigned
to an item, reflects how well the item represents a particular latent
aspect. User factor vectors measure the preference of the user for
each factor. The task of the factorization is to split the matrix of
ratings 𝑅 into two matrices 𝑆 and𝑀 :

𝑅 ≈ 𝑆𝑀𝑇 (2)

where 𝑆 is |𝑈 | × 𝐹 matrix, and𝑀 is |𝐼 | × 𝐹 matrix. 𝐹 represents the
number of factors we wish to use. Then, predictions for the ratings
are computed as follows [16]:

𝑟𝑢,𝑖 =
∑

𝑓 =1..𝐹
𝑠𝑢𝑓𝑚𝑖 𝑓 (3)

where 𝑠𝑢𝑓 denotes how much the user 𝑢 likes the factor 𝑓 and the
value𝑚𝑖 𝑓 denotes how strong the factor 𝑓 is in the item 𝑖 .

We adopted different types of neighbourhood-based recommenders,
i.e., KNN Basic, KNN With Means, and KNN With Baseline. The
former is a simple version while KNN With Means is an extended
version that simply takes it into account the the mean ratings of
each user. KNN with Baseline, on the other hand, takes into ac-
count the baseline rating. This is a factor that is estimated through
a learning process. The number of neighbors for different versions
of KNN algorithms is set to 40.

We also adopted two types of matrix factorization recommenders,
i.e., SVD and SVD++ [23]. The later is an extension of SVD as it is
capable of taking into account implicit ratings [14]. For both we set
the number of factors to 100.

Co-Clustering is a different algorithm that groups similar users
and similar videos clusters [19, 30]. The prediction of 𝑟𝑢𝑖 is com-
puted by assigning the users and items to some clusters 𝐶𝑢 , 𝐶𝑖 and
co-cluster 𝐶𝑢𝑖 :

𝑟𝑢𝑖 = 𝐶𝑢𝑖 + (𝜇𝑢 −𝐶𝑢 ) + (𝜇𝑖 −𝐶𝑖 )
where 𝐶𝑢𝑖 is the average rating of co-cluster 𝐶𝑢𝑖 , 𝐶𝑢 is the aver-
age rating of u’s cluster, and 𝐶𝑖 is the average ratings of i’s clus-
ter, 𝜇𝑢 and 𝜇𝑖 represent the average rating for user 𝑢 and item
𝑖 , respectively. The clusters are assigned using a straightforward
optimization method [19].

2.2 Implementation Details
We implemented a dynamic system, to provide recommendations in
the real time to the active users and collect enough data for further
analysis. We designed a system following a sample architecture
shown in Figure 1.

Figure 1: The System architecture.

The user interacts with the deployed system, after registration
into the system by providing the basic information and filling up
a short questionnaire. The questionnaire includes questions that
identify the personality characteristics of the user. We collect the
personality characteristics of the users for future studies (e.g., in
[2, 15]). The users are also requested to enter a number of (1-3)
key factors (features) that plays the most important role if making
decision to which country to immigrate. The list of these features
are provided in section 3.1 where we discuss the dataset.

Then, the user enters the preference elicitation phase where she
is requested to choose the countries she has been or well-know and
provide her ratings in the 5-point Likert scale (1-5).
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When the preferences are received by the system, the top three
recommender algorithms exploit these preferences in order to inde-
pendently generate personalized recommendation of countries for
the user. The recommendations are presented to the user in the form
of three different lists, each generated by a different recommender
algorithm. Each list consists of 5 recommended countries. The user
is requested to proceed and complete a questionnaire, adopted to as-
sess quality of the recommendations in terms of various metrics. We
have adopted a validated questionnaire that can measure perceived
quality of recommendation [12]. Perceived quality is the degree to
which users assess recommendations positively and express their
experience with the recommender system. Assessment of perceived
recommendation quality could be implemented in terms of different
metrics [12, 20, 29]:

• Accuracy (also called Relevance): how much the recommen-
dations match the users’ interests, preferences and tastes;

• Diversity: how much users perceive recommendations as
different from each other, e.g. movies from different genres;

• Perceived personalization ‘Understands Me’: the user’s
perception that the recommender understands their tastes
and can effectively adapt to them;

• User Satisfaction: the global users’ feeling of the experi-
ence with the recommender system.

• Novelty: the extent towhich users receive new recommended
movies;

The questionnaire consists of 14-question, as also used in [12].
The questions address different metrics, i.e., Accuracy (Q1,Q2), Di-
versity (Q3-Q5), Understand Me (Q6-Q8), Satisfaction (Q9,Q10) and
Novelty (Q11-Q14):

• Q1: Which list has more selections that you find appealing?
• Q2:Which list has more obviously bad suggestions for you?
• Q3:Which list has more countries that are similar to each
other?

• Q4:Which list has a more varied selection of countries?
• Q5:Which list has countries that match a wider variety of
preferences?

• Q6: Which list better reflects your preferences in countries?
• Q7:Which list seemsmore personalized to your preferences?
• Q8:Which list represents more mainstream preferences in-
stead of your own?

• Q9:Which list would better help you find countries to con-
sider?

• Q10: Which list would you be more likely to recommend to
your friends?

• Q11:Which list has more countries you did not expect?
• Q12:Which list has more countries that are familiar to you?
• Q13:Which list has more pleasantly surprising suggestions?
• Q14:Which list provides fewer new suggestions?

3 EXPERIMENTAL SETUP
In this section, we provide the details of the conducted experiments,
aimed to investigate the effectiveness of our system.

3.1 Dataset
Initially, we have collected a small dataset of user preferences pro-
vided in the form of ratings for countries. We have shared a link

Table 1: The ranking list of themost important features that
participants chose.

Selected Features Replies
Work Opportunities 161 (72%)
Education Quality 105 (46%)
Working Atmosphere 100 (44%)
Health Care 97 (43%)
Income difference 84 (37%)
Political Insecurity 59 (26%)
Crime Rate 58 (26%)
Social Conflict 49 (22%)
Cultural & Linguistic Similarities 47 (21%)
Wars & Dictatorship 37 (16%)
Family Member Abroad 20 (8%)
Shorter Distance 15 (6%)

and contacted people, through social networks (e.g., LinkedIn), and
requested them to participate in a short survey where the partici-
pants were asked to enter the most important factors (i.e., features)
that they consider if choosing a country for immigration. The par-
ticipation was on the voluntary basis and participants were not
paid. We have performed a literature review and choose twelve
factors that are shown to be the most important for the immigra-
tion [9, 36, 39]. The factors are Education quality, Political insecurity,
Work opportunities, Health care, Income difference, Wars and dicta-
torship, Family member abroad, Cultural and linguistic similarities,
Working atmosphere, Shorter distance, social conflict, and Crime rate
. Table 1 represents the list of the features that have been chosen
by participants, ranked according to the frequency of choices.

The participants were also requested to rate a number of coun-
tries that might be familiar to them. The rating would indicate how
a country may match the overall expectation of the participant,
according to the particular factors participants have chosen. The
list of countries have been obtained from yearly migration report
of 2018, by the International Organization for Migration (IOM),
reported to be the top destination countries for international mi-
grants. During the 13 days of data collection process, we received
3400 ratings from 136 participants. We used this rating dataset and
performed a preliminary experiment where we have cross-validated
a set of recommender algorithms and selected the top performing
algorithms.

We integrated these algorithms in our recommender system
where the users can register, provide their particular preferences,
and receive lists of recommendation and evaluate them through a
questionnaire. The design of the experiment was a within-subjects
study. We have contacted the previous participants as well as new
ones (through social networks) and requested them to complete
the whole process of using our system.

At the end, a total of 281 participants have registered to the
system, while only 189 participants provided their preferences and
completed the final evaluation questionnaire (i.e., 67 % of all). By
average, participants provided 7 ratings (minimum 5 ratings and
maximum 41 ratings) resulting in a dataset of 1284 ratings. The
participants were from a wide range of countries, namely, USA,
Spain, Canada, Germany, Hungary, Netherlands, Italy, Belgium,
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Table 2: Offline evaluation: comparison of different recom-
mender algorithms.

Recommender RMSE MAE
SVD 21.71 16.06
SVD++ 58.21 51.06
Non-negative MF 48.65 41.43
Slope One 23.47 18.62
KNN basic 21.97 16.88
KNN with Mean 21.59 16.49
KNN Baseline 21.58 16.47
Co-cluster 21.39 16.63
Baseline Only 23.50 19.21
Random Predictor 37.93 30.91

Australia, France, India, Morocco, Egypt, Kuwait, UAE, Pakistan,
India, Turkey, Iran, Afghanistan, Brazil, Mexico, Qatar, Sweden,
Ireland, Norway, Ukraine, Russia, Singapore, Syria, Czech Republic,
Indonesia, Japan, Sri Lanka, Austria, Nigeria, Dominica, Tunisia, Ko-
rea, Croatia, Switzerland, Lithuania, Chile, Malta, Romania, Guiana,
Palestine, New Zealand, Slovenia, Slovakia, Saudi Arabia, Panama,
Jordan, Armenia, and Portugal. Around 71% of participants were
male, 27 % were female and 2 % refused to disclose. The age of
the participants varied very much: 5% were 18 years old, 42% were
18-24, 39% were 25-35 years old, 9% were 35-45 years old, 4% were
45-55 years old and 1% were over 55 years old.

4 RESULTS
Offline Evaluation. After collecting an initial rating dataset pro-

vided by a number of participants, to their familiar countries, we
have performed a preliminary offline evaluation to identify the
top algorithms. Such algorithms could better fit our particular task
at hand. We have performed a 5-fold cross-validation where the
dataset is split into five non-overlapping subsets, where in each
iteration of the experiment, one fold is used for test set and the
remaining folds as train set. The performance of the recommender
algorithms are measured in terms of Mean Absolute Error (MAE)
and Root Mean Squared Error (RMSE) both measuring accuracy of
rating prediction [34].

The results are presented in Table 2. As it can be seen, the
best-performing algorithm is Singular Value Decomposition (SVD)
achieving MAE value of (16.06) and RMSE value of (21.71). The
next best algorithms are K-Nearest Neighbor With Baseline and
Co-clustering, with MAE values of 16.47 and 16.63, as well as RMSE
values of 21.58 and 21.39, respectively. An unexpected result has
been observed for SVD++ that has achieved a surprisingly inferior
result. This could be due to the characteristics of our dataset of
explicit ratings and not implicit ratings (e.g., clicks). SVD++ is an
algorithm that fits better when using implicit ratings.

Online Evaluation. We have identified three top recommender
algorithms (i.e., SVD, KNN With Baseline, and Co-Clustering) and
integrated them into our system. Accordingly, the users can register,
provide their preferences, and receive three lists of recommendation,
each generated by one of these algorithms. At the end, the system

requests users to compare the quality of recommendation lists in
terms of different metrics.

Table 3 presents the results that we have obtained in online evalu-
ation process. As it can be seen, in terms of accuracy, understanding
users and user satisfaction, SVD has achieved the best results. In
almost all questions, related to these metrics, SVD recommender
has overcome the other recommenders. For positively-formulated
questions, i.e., Q1, Q6, Q7, Q9, and Q10, majority of users has cho-
sen this recommender as the best among three recommenders. For
one of the negatively-formulated questions, i.e., Q2, minority of
the users has chosen this recommender which again indicates the
excellent performance of this recommender. The only exception
is Q8, formulated negatively and user decided that Co-clustering
is the best. This question asks about the recommendation list that
represents more mainstream preferences than the users preferences.
The least percentage of users chose Co-Clustering which means
that recommender algorithm generates a more specific recommen-
dations than others. This is an unexpected outcome and we will
investigate it more in our follow-up studies.

In terms of diversity, the SVD did not perform well in com-
parison to the other recommenders, i.e., KNN With Baseline and
Co-Clustering. For questions Q3 and Q4, both of the KNN and Co-
Clustering recommenders similarly performed well. For question
Q5, which is positively-formulated, majority of users chose KNN
With Baseline as the best recommender. This questions asks about
the recommendation list that has countries who match a wider
variety of preferences. Accordingly, the KNN With Baseline is ca-
pable of generating recommendations matching a divers range of
preferences.

In terms of novelty, again SVD did not perform well, while the
other recommenders performed well side-by-side. Indeed, each of
these algorithms achieved the best results for 2 out of 4 questions.
For questions Q13 and Q14, KNNWith Baseline outperformed other
recommenders whereas for questions Q11 and Q12, Co-Clustering
achieved the best results. Hence, the users found suggestions based
on KNN With Baseline being more pleasantly surprising and con-
taining more new suggestions. On the other hand, users found
Co-Clustering recommending countries that users did not expect
and hence look like more novel.

Overall, these promising results are very interesting; they show
that there is no always-winning recommender algorithm in terms
of all evaluation metrics. The results also clearly represent a trade-
off between (a) accuracy of recommendation, in one side, and (b)
novelty and diversity in an other side.

5 CONCLUSIONS
We have developed a novel RS that can be a support in the decision
making process of people who might be willing to immigrate to a
new country. The system can elicit preferences of such people and
learn from the elicited preferences and ultimately build predictive
models that can generate personalized recommendations.

We have evaluated the system through an evaluation method-
ology which consists of offline and online experiments. The re-
sults have shown that different recommender algorithms could
optimize a different evaluation metric. While certain algorithms
(such as SVD) could result in higher recommendation accuracy and
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Table 3: Online evaluation: comparison of different recom-
mender algorithms, based on the opinion of real users. pos:
positively-formulated question, neg: negatively-formulated
question.

Metric Question Co-Cluster KNN Baseline SVD

Num Type [% users] [% users] [% users]

Accuracy Q1 pos 33 29 38
Q2 neg 59 31 10

Diversity
Q3 neg 26 26 48
Q4 pos 42 40 18
Q5 pos 24 47 29

Understand
Q6 pos 18 26 56
Q7 pos 21 24 55

Me Q8 neg 15 24 61

Satisfaction Q9 pos 14 40 46
Q10 pos 19 19 62

Novelty

Q11 pos 55 33 12
Q12 neg 23 29 48
Q13 pos 25 49 26
Q14 neg 29 17 54

improved perceived satisfaction, however, they may fall short in
properly diversifying the recommendations.

It is worth noting that the research field of immigration is highly
complex and sensitive. Indeed, this work is an initial step towards
exploring the potentials of the recommender systems in this do-
main. Recommendation approach we have utilized in this work
elicits explicit ratings as proposed in classical literature of the rec-
ommender systems community. This can be a limitation of our
approach. Design and development of more transparent form of
preference elicitation can be an interesting direction of research to
follow. This can be performed by eliciting a more diverse and novel
set of user preferences that can better picture the actual needs and
constrains of users.

For future work, we plan to re-design our prototype and im-
plement a new version of the system with a novel user interface
offering further functionalities. An example of such functionalities
could be critiquing and explanation mechanisms where the users
could provide feedback on the recommendation and fine-tune it
according to their needs and constrains [7].

We also plan to conduct more experiments while collecting a
larger dataset that contains different forms of user preferences. We
will compare a wider range of recommender algorithms capable of
better learning from different sources of user data, e.g., personality
traits and social media profiles.
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