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Abstract Similar item recommendations—a common feature of many websites—
point users to other interesting objects given a currently inspected item. A common
way of computing such recommendations is to use a similarity function, which
expresses how much alike two given objects are. Such similarity functions are
usually designed based on the specifics of the given application domain.

In this work, we explore how such functions can be learned from human judge-
ments of similarities between objects, using two domains of “quality-and-taste”—
cooking recipe and movie recommendation—as guiding scenarios. In our approach,
we first collect a few thousand pairwise similarity assessments with the help of
crowdworkers. Using this data, we then train different machine learning models
that can be used as similarity functions to compare objects. Offline analyses re-
veal for both application domains that models that combine different types of item
characteristics are the best predictors for human-perceived similarity.

To further validate the usefulness of the learned models, we conducted ad-
ditional user studies. In these studies, we exposed participants to similar item
recommendations using a set of models that were trained with different feature
subsets. The results showed that the combined models that exhibited the best of-
fline prediction performance led to the highest user-perceived similarity, but also to
recommendations that were considered useful by the participants, thus confirming
the feasibility of our approach.
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1 Introduction

The recommendation of similar items in the context of a currently inspected object
is a common feature of many modern online services. Such recommendations, which
are often presented under a label like “More like this”, can be found in a variety
of domains, including e-commerce shops, music and media streaming services, or
news sites. From the perspective of their utility, this type of recommendations
can serve different purposes [26]. Similar item recommendations can, for example,
represent alternatives for a given item in an e-commerce shop and thereby help
users to understand the space of options. Alternatively, recommending similar
items can also support the discovery of new items or entire item categories. A
typical example is the recommendation of similar artists on music streaming sites.

Technically, similar item recommendations are usually based on a function,
which expresses the similarity between two given objects and which is used to
rank the recommendable items. Usually, the set of aspects to consider in such a
similarity function is dependent on a particular application. In some domains, like
when recommending electronic devices, the decision might be comparably easy, as
objectively measurable characteristics like the item’s size or price can be compared.
In domains like books, movies, or food, however, it might not be immediately clear
how to determine the similarity between two objects.

The design of a similarity function can be approached in different ways. One
option is to construct a function based on expert knowledge or experience [63]. To
validate and compare such manually engineered functions, one can run field tests
(A/B tests) as in [6]. Such field tests can, however, be costly and one cannot be
sure that all relevant parts of the design space were explored. An alternative is to
collect human similarity assessments for a subset of the available items, which can
then be used to analyze which item characteristics are important for users with
respect to their similarity perception [3, 28, 66].

With this work, we contribute to the line of research based on human judge-
ments. We, however, go beyond the mere analysis of potential factors that may
determine the users’ quality perception and propose a two-step approach. In the
first step, human similarity judgements are collected, which can be used to train
different machine learning models to predict the similarity of two items as per-
ceived by humans. In the second step, we conduct a follow-up user study to validate
that the model that performed best in the offline analysis also leads to the highest
similarity perception by end users. This validation step, which is often missing
in previous research, is particularly important as we cannot always assume that
a correspondence between offline results and user perception exists. In fact, in a
number of past studies—in particular works that compare offline accuracy with
the users’ quality perception—such a correspondence could not be established
[4, 9, 16, 35, 46]. Furthermore, since most similar items are not necessarily the
most useful recommendations, we investigated different aspects of usefulness of
the resulting recommendations in the online study.

We selected two application domains to test our general approach of learning
and validating a similarity function: movie recommendation and cooking recipe
recommendation. We chose the movie domain to be able to compare our insights
with the results presented in [66]. We furthermore consider the cooking domain for
two main reasons. First, recipes are also a comparably subjective domain, where it
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is not immediately obvious which factors determine the users’ similarity percep-
tion. Second, the domain of food and recipe recommendation has been subject to
increased interest in recent years [14, 55, 65], e.g., due to increasing information
overload that users face on online sites that provide information for thousands of
recipes.

The paper is organized as follows. In Section 2, we review existing works on (i)
using human judgements in the context of similar item recommendation and (ii)
common features that are used in the domains of movie and cooking recipe rec-
ommendation. The detailed research questions and an overview of the conducted
studies are provided in Section 3. Section 4 and Section 5 describe the technical
details of how we learned the similarity functions; Section 6 reports the findings
from the validation studies. The paper concludes with a conclusions section (Sec-
tion 8) and a discussion of the implications, limitations and potential future work
of our research (Section 7). An appendix at the end of the paper includes further
findings and details not presented in the main text of this article.

2 Previous Work

In this section, we first review existing computer science
1

research that relies on hu-
man judgements to determine item similarities in the context of recommendation
and retrieval problems. Then, we discuss approaches to recipe recommendation,
with a focus on content-based approaches and the corresponding similarity mea-
sures. Finally, we briefly review commonly used item features in the movie domain.

2.1 Determining Item Similarity based on Human Judgements

In the context of information retrieval and in particular for recommender sys-
tems, similarity functions are used for different purposes. In content-based rec-
ommenders, they serve as a basis to assess the match of a given item with the
user’s past preferences [34]. In the case of related item recommendations, similar-
ities estimates are often part of a number of components that determine the item
ranking process [6, 68]. Finally, similarity functions are also a central element in
approaches that aim to obtain higher diversity of a list of recommendations, e.g.,
by looking at pairwise item similarities [61, 69]. The design of a similarity func-
tion, as mentioned, is, however, often based on domain expertise and intuition [63]
or on what types of information are actually available. Only in a few studies, as
discussed next, human judgements serve as a basis when designing such a function.

2.1.1 Information Retrieval Scenarios

Similarity functions play a prominent role in music information retrieval, where
typical tasks include the identification of similar tracks or artists. The goal of

1
Earlier work discussing the concept of similarities between objects from a psychological

perspective can be, for example, found in [60]. In their work, the authors argue that human
judgement of similarity is not only feature-based, as is assumed in our work. We agree with
this view, and see the exploration of this topic as a promising area for future work.
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the work by Ellis et al. [13], for example, was to investigate to what extent a set
of given similarity metrics that are on based musical features correspond to the
similarity perception by users. For that purpose, they collected a large number of
artist similarity judgements through a web interface, which they then used for their
subsequent analysis. Similar to their work, we use human judgements as a basis
for our research. Our goal is, however, not only to compare similarity functions
but to automatically learn such functions from the collected data, which we then
validate in a recommendation context.

The authors of [3] ran a small (N=10) laboratory study to compare the sim-
ilarity ranking of songs by users with the ranking obtained by their proposed
similarity metric. The general idea of the validation was similar to our approach.
In our work, we, however, compare a number of automatically learned measures
and rely on a much larger set of study participants.

To assess the reliability of crowdsourced human judgements, as done in our
approach, Lee [33] collected human similarity judgements for music through Ama-
zon’s Mechanical Turk platform. A comparison of the collected data with an exist-
ing ground truth dataset indicates that crowdsourcing can be considered a reliable
source for evaluations.

2

2.1.2 Recommendation Scenarios

In the realm of recommender systems, Wang et al. [63] recently explored the use of
human similarity judgements when building a content-based approach. As a basis
for their method, they used an item similarity dataset that was collected in the
context of a previous study for the movie domain [8]. They used linear regression
to compute importance weights for the different features of a movie, e.g., genre,
writers etc. A user study was then conducted to compare the performance of a
collaborative filtering (CF) technique and two versions of a content-based tech-
nique. The user study (N=79) showed that the content-based method—when the
weights were determined using human judgements—was preferred over the alterna-
tive content-based approach. The best quality perception was, however, observed
for the CF technique. The work shares some similarities with our work, e.g., that
we learn importance weights from the collected data. Different from their work,
however, we focus on the problem of non-personalized similar item recommenda-
tions in the context of a reference item and not on personalized recommendations
based on long-term preferences.

Most recently, Yao and Harper investigated different facets of item similarity
in the movie domain [66]. They collected over 23,000 human judgements for movie
pairs through an online study. In this study, they asked the participants to what
extent the movies are similar and to what extent they would recommend the second
movie, given that someone likes the first. Based on that data they then measured
if different strategies for similar item recommendation were able to match these
user assessments. An additional user survey provided further insights on the role
and value of similar item recommendations. One of the findings was that item
similarity and user relevance can represent a trade-off.

2
Stability and reliability aspects of human judgements in the music domain are also dis-

cussed in [28].
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Our work is similar to the work of Yao and Harper in that we explore the
capability of different algorithms to approximate the users’ similarity perception.
Differently from their work, we, however, do not evaluate different existing ap-
proaches, but automatically learn the importance weights of different item features
from the human judgement data. Furthermore, going beyond the work in [66], we
conduct additional user studies to validate that the method that works best in the
offline evaluation also leads to a high similarity perception by the users. Differently
from [66], the results of our validation studies indicate that high levels of similarity
not necessarily lead to a lower perceived usefulness of the recommendations for
the considered domain.

2.2 Features used in Recipe Recommendation

The problem of recipe recommendation, as mentioned, has attracted increased
interest in recent years, see [55] and [56] for recent surveys. In the following, we
will briefly review which types of recipe characteristics (features) have been used
in the literature to train ranking and prediction models. Our subsequent approach
to learn a similarity function (see Section 4), will be based on some of the most
important features used in the literature.

In one of the earlier works on the topic [15], the authors propose a recom-
mendation method that is based on the ingredients of the recipes. Their idea is to
recommend recipes that the target user has rated positively and which contain sim-
ilar ingredients. In their approach, cosine similarity was used to compare recipes.
In a later work, [20] also considered recipes that were rated negatively by users
and correspondingly reduced the recommendation scores of recipes with similar
ingredients. In addition to the ingredients, the authors also considered nutrition
information (e.g., calories or fat content) as features in the similarity computations.
An even more sophisticated ingredient-based approach was proposed in [53], where
the goal was to automatically determine relationships between ingredients using a
large pool of recipes that were harvested from allrecipes.com. Their experiments
show that using such “networks” of ingredients can lead to more accurate predic-
tions of food choices than relying only on ingredient lists, cooking method or style.
An ingredient-based entropy metric to derive food networks was lately also used
in [29]. In our work, we also rely on ingredient information as one main factor in
our models.

The use of recipe images in the recommendation process was for example ex-
plored in [65]. Since food decisions are often visually driven [37], the authors pro-
pose to automatically extrapolate important visual aspects of food images. Tech-
nically, they rely on Convolutional Neural Networks (CNN) for feature learning
and—similar to our work—use embeddings and cosine similarity when computing
the relatedness of the items. The experiments show that such a visual recommen-
dation approach works remarkably well. Low-level image as well as title features
were also used in [14] for predicting food preference of users. In their work, the au-
thors propose a method to replace unhealthy recipes with more healthy variations.
Similar to our work, they use brightness, colorfulness, sharpness, and title words
as features in the recommendation process. For the computation of the similarity
of two recipes, they rely on ingredients and use cosine similarity as a measure.
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The cooking directions were used as features in [64], where the authors pro-
posed a similarity measurement for recipes based on the preparation steps. Sim-
ilarly, we use the cooking directions as a feature in our work. Finally, the recipe
type was identified as an important feature that determines the similarity for users
in [43]. In their study, the type was in fact the strongest predictor. In our work,
we therefore focus our analysis to one category of recipes, “main dishes”.

Overall, we will use a variety of features from the literature in our work to
learn a similarity function. Additional features, like nutrition information, can
easily be integrated into our general learning and validation approach in case such
data is available. Note that while we use similar features, the goal of our work is
different from most previous work. Most of the discussed works in this section aim
at predicting the relevance of certain recipes for individuals or at predicting the
popularity of a recipe [59], whereas our goal is to learn a function for similar item
recommendations.

2.3 Features used in Movie Recommendation

The literature on movie recommendation algorithms is rich and a variety of movie
features were considered over the years in the context of content-based and hybrid
recommendation techniques.

The probably most frequently used features in the literature are the movie
title, genre, release year, plot summaries, actor, and director information. Some of
these features, in particular the genre, are also contained in the popular MovieLens
datasets. Several other features are available on websites such as IMDb. In our
study for the movie domain, we also include several of these features. For some of
the features, in particular for the genre and the plot descriptions, it is possible to
assess their similarity in different ways. In our study, we therefore, for example,
compare the plot descriptions in two ways, (a) based on a TF-IDF encoding and
(b) by applying Latent Dirichlet Allocation (LDA).

User-generated content represents another form of metadata that is commonly
used both for recommendation and subsequent explanation. User-provided tags
have for example been explored for improving recommendation accuracy in [17, 49].
Furthermore, tags turned out to be a very helpful means for explaining recommen-
dations, e.g., in the form of “tagsplanations” [62] or as tag clouds [18]. Computing
similarities through the “tag genome” also turned out to be a good predictor for
user-perceived similarity in the study by Yao and Harper [66]. Therefore, we in-
clude user-provided tags also in our study in the movie domain as well. Note that
on allrecipes.com, the site from which we retrieved our recipe dataset, no user-
provided tags are available. We therefore made experiments including such tags
only for the movie domain.

Consumer reviews represent another form of user-generated content that has
been explored in content-based recommendation approaches [19]. In our study,
we did not include user reviews as features as reading and assessing such reviews
would lead to a higher level of cognitive effort by the participants. For the same
reason, we do not include semantic information about the movies, which has been
explored in the literature as well using, e.g., Linked Open Data or DBPedia [38, 41].

Using visual features of the movies themselves (or their trailers) has been
explored recently, e.g., in [10]. In the context of our study, asking the participants
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to watch trailers would have been too time-consuming. However, we assume that
also the cover images of the movies could be a predictor of user-perceived similarity,
since cover artwork in many cases is in some form representative of parts of a
movie’s content or shows an important scene. Therefore, we consider different
ways of computing the similarity of two items based on the visual features of the
movie cover in our study.

2.4 Summary of Previous Work and Key Differences

Our review of existing work in the computer science literature shows that the
similar item recommendation problem has been studied from different angles and
for different domains (most prominently in the music domain). Different features
have been exploited as well, but limited work exists that reveals (i) how different
types of content features and similarity metrics compare to each other and (ii) how
they are actually perceived by human evaluators.

Datasets that contain human similarity judgements were previously collected
through lab studies or crowd-sourced studies, for example, in [3], [33] or [66]. These
datasets were, however, mainly used to understand what makes two items similar
in a given domain and the authors only focused on evaluating already existing
approaches for similar item recommendations.

Compared to these papers we, in contrast, aim to learn a similarity function
in a structured and systematic way, based on content features derived from titles,
images, etc. This allows us to understand which features and metrics correlate
the most with human estimates. Differently from previous studies, we also ask
participants which content cues they used to assess the similarity of two items,
and we contrast this with the results of a correlation analysis based on content
features.

Finally, what is missing in previous work is the validation of the learned func-
tion in a recommendation scenario. The results of our validation study ultimately
shows that bootstrapping a similar item recommendation component based on
automatically extracted content features is a viable approach.

3 Research Questions and Experiment Overview

The main contribution of our work is a proposal for a structured approach to
learn similarity functions for similar item recommendation and to assess their
effectiveness and usefulness in a recommender scenario. We performed different
user studies as well as offline evaluations for this purpose in the recipe and movie
application domain.

In the first set of studies (Study 1a and Study 1b), we collected sets of pair-
wise similarity judgements from crowdworkers for the recipe and movie domains,
respectively. Based on an analysis of the data, we built a number of prediction
models that use different sets of item features for each domain. We then evaluated
these models both through offline experimentation and through additional user
studies (Study 2a and Study 2b). In this second set of user studies, our goal was to
assess the similarity perception of users when they were shown recommendations
based on different prediction models. Our specific research questions are as follows:
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• RQ1. Which types of features and which specific features determine the similar-
ity between items as perceived by users? Knowledge about the importance of
different factors is a prerequisite to design a suitable similarity function, and we
use the data obtained from Study 1a and Study 1b to answer these questions.

• RQ2. Which specific combination of features is suited to predicting user-perceived
similarity levels? We use an offline experiment based on the data of Study 1a
and Study 1b in which we train different machine learning models and compare
their prediction accuracy.

• RQ3. Do models with higher prediction accuracy lead to a higher perceived item
similarity? We answer this question with Study 2a and Study 2b.

• RQ4. How do users assess the usefulness of recommendations that are based on
different similarity functions? We also address this question with Study 2a and
Study 2b.

For the studies in the recipe domain, we use recipe information that we har-
vested from the online platform allrecipes.com, which is one of the most popular
online recipe websites [11]. Overall, we retrieved 60,983 recipes published by 25,037
users between the years 2000 and 2015. Besides the recipe titles, ingredient lists
(including amounts in grams per 100g of a recipe)

3
, and the cooking directions,

we also downloaded the recipe images.

The studies in the movie domain are based on data from the MovieLens plat-
form. The dataset

4
contains 58,000 movies of which 45,161 movies have complete

metadata information such as movie title, cover URLs, plot information, etc. The
movie covers were downloaded from the TMDB website

5
, which provides an open

access API to their services
6
. More details about the content features of the two

datasets can be found in the appendix in Table 16.

In the following sections, we will provide the details of the studies that we con-
ducted to learn and validate distance functions for similar item recommendations.
The study designs for both domains were very similar. We will therefore focus
our discussions on only one of the domains, recipe recommendations, and report
specific aspects and differences for the movie domain afterwards.

4 Learning the Similarity Function – Recipe Domain

As the brief literature review in Section 2.2 shows, there are various aspects that
can determine the similarity between two recipes. Correspondingly, our approach is
to learn a similarity function that considers multiple aspects in parallel. To learn
such a combined function, we designed a set of 17 functions which use a single
feature of one of four types of information (title, image, ingredients, cooking di-
rections) that were previously used to compute recommendations in the literature

3
Note that on allrecipes.com the provided descriptions, e.g., ingredient lists, are peer-

reviewed and standardized by community editors. This is in particular the case for recipes
that are published under the main dish category, which we consider in this study. Applying
our methods to other recipe datasets would make it necessary to apply a pre-processing step
to standardize the ingredients in the corpus, see, for example [58].

4
Released August 2018: https://grouplens.org/datasets/movielens/latest/

5
https://www.themoviedb.org/

6
https://developers.themoviedb.org/3

https://grouplens.org/datasets/movielens/latest/
https://www.themoviedb.org/
https://developers.themoviedb.org/3
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[14]. Our learning approach is then to find an optimal combination of these indi-
vidual functions, where optimal means that the similarity functions minimize the
discrepancy between the user-provided similarity judgements and the predictions
of the model.

In this section, we will first review the 17 single-aspect similarity measures
considered in our experiments (Section 5.1). Then, we describe how we collected
similarity judgements from users (Section 5.2) and analyze the obtained dataset
(Section 5.3). Using the same 17 functions, we then evaluate the predictive per-
formance of different machine learning techniques, using the human judgements
as gold standard (Section 5.3.3).

4.1 Catalog of Similarity Measures

Our similarity measures relate to four types of item features, the recipe title,
image, ingredient list, and directions. Generally, we can compute the similarity
between two sets of feature values in various ways. In the research literature on
recommender systems, the Jaccard coefficient or cosine similarity

7
are often used,

depending on the encoding of the feature values (binary or numeric). For text
documents, TF-IDF encodings are very common in the information retrieval liter-
ature; in recent years, also embeddings are often used as item representations. In
our work, we use several ways of computing the similarity between two recipes for
all types of features. The details for all measures are shown in Table 1.

4.1.1 Title-based Similarity

We used four string-based similarity measures and one based on topical similarity.
The string-based measures rely on the Levenshtein (LV) distance metric [67], the
Longest Common Subsequence distance (LCS) metric [2], Jaro-Winkler’s (JW)
method [27], and the Bi-Gram distance (BI) method [31]. To determine the sim-
ilarity values (sim) from the distance (dist) for two recipes ri and rj , we use
sim(ri, rj) = 1 − ∣dist(ri, rj)∣.

The fifth measure is based on LDA topic modeling [5] for the given recipe

titles
8
. We set the number of topics to 100 after experimentation

9
. To com-

pare two recipes, we finally compute the cosine similarity between two result-
ing weight vectors LDA(ri), and LDA(rj). We therefore compute sim(ri, rj) =
cos(LDA(T itle(ri)), LDA(T itle(rj))).

4.1.2 Image-based Similarity

We considered six image-based similarity measures in our study. Five of them
are low-level image metrics based on image brightness, sharpness, contrast, and

7
Details about the exact computation of the measures are provided in Table 10 in the

appendix.
8

LDA was also successfully used for recipe titles in [32] and [45].
9

Perplexity was used as criterion to tune the model parameters. We run experiments from
10 to 1000 topics for all LDA models. At the end we decided to use the models with 100
topics which gave us close to optimal performance while keeping the number of features and
computational costs low.
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Table 1: Similarity metrics computed based on recipe titles, images, ingredients
and cooking directions.

Name Metric Explanation

Title:LV sim(ri, rj) = 1 − ∣distLEV (ri, rj)∣ Title Levenshtein Distance-
based similarity

Title:JW sim(ri, rj) = 1 − ∣distJW (ri, rj)∣ Title Jaro-Winkler Distance-
based similarity

Title:LCS sim(ri, rj) = 1 − ∣distLCS(ri, rj)∣ Title Longest Common Subse-
quence Distance-based similar-
ity

Title:BI sim(ri, rj) = 1 − ∣distBI(ri, rj)∣ Title Bi-Gram Distance-based
similarity

Title:LDA sim(ri, rj) =
LDA(Title(ri))⋅LDA(Title(rj ))

∥LDA(Title(ri))∥∥LDA(Title(rj ))∥ Title LDA Cosine-based simi-
larity

Image:BR sim(ri, rj) = 1 − ∣BR(ri) −BR(rj)∣ Image Brightness Distance-
based similarity

Image:SH sim(ri, rj) = 1 − ∣SH(ri) − SH(rj)∣ Image Sharpness Distance-
based similarity

Image:CO sim(ri, rj) = 1 − ∣CO(ri) −CO(rj)∣ Image Contrast Distance-
based similarity

Image:COL sim(ri, rj) = 1 − ∣COL(ri) −COL(rj)∣ Image Colorfulness Distance-
based similarity

Image:EN sim(ri, rj) = 1 − ∣EN(ri) −EN(rj)∣ Image Entropy Distance-based
similarity

Image:EMB sim(ri, rj) =
EMB(ri)⋅EMB(rj )

∥EMB(ri)∥∥EMB(rj )∥ Image Embedding Cosine-
based similarity

Ing:COS sim(ri, rj) =
Ing(ri)⋅Ing(rj )

∥Ing(ri)∥∥Ing(rj )∥ Ingredients Cosine-based simi-
larity

Ing:JACC sim(ri, rj) =
{Ing(ri)}∩{Ing(rj )}
{Ing(ri)}∪{Ing(rj )} Ingredients Jaccard-based sim-

ilarity

Ing:TFIDF sim(ri, rj) =
TFIDF (Ing(ri))⋅TFIDF (Ing(rj ))

∥TFIDF (Ing(ri))∥∥TFIDF (Ing(ri))∥ Ingredients Text Cosine-based
similarity

Ing:LDA sim(ri, rj) =
LDA(Ing(ri))⋅LDA(Ing(rj ))

∥LDA(Ing(ri))∥∥LDA(Ing(rj ))∥ Ingredients LDA Cosine-based
similarity

Dir:TFIDF sim(ri, rj) =
TFIDF (Dir(ri))⋅TFIDF (Dir(rj ))

∥TFIDF (Dir(ri))∥∥TFIDF (Dir(rj ))∥ Cooking Directions Cosine-
based similarity

Dir:LDA sim(ri, rj) =
LDA(Dir(ri))⋅LDA(Dir(rj ))

∥LDA(Dir(ri))∥∥LDA(Dir(rj ))∥ Cooking Directions LDA
Cosine-based similarity

entropy [48]. The sixth, more complex one, is a based on convolutional neural
networks (CNNs) and image embeddings [51]. Both feature spaces—low-level im-
age features and CNN features—have been shown to be useful in recommenda-
tion scenarios, e.g., to recommend artwork [36] or pins in Pinterest [12]. To mea-
sure the similarity between two recipes based on these low-level image features
(LOImage), we use the Manhattan distance., i.e., sim(ri, rj) = 1− ∣LOImage(ri)−
LOImage(rj)∣. The following low-level image features using the OpenIMAJ li-

brary
10

as proposed by [48] were computed:

10
http://www.openimaj.org/

http://www.openimaj.org/
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• Brightness (BR) considers the subjective visual perception of the energy output
of a light source and can be calculated as follows using the NTSC standard:

BR =
1

N
∑
x,y

Yxy, with (1)

Yxy = (0.299 ∗Rxy + 0.587 ∗Gxy + 0.114 ∗Bxy),

where Yxy denotes the luminance value and N is the number of pixels in the
image. Rxy, Gxy, and Bxy are the three RGB color space channels of pixel(x,y).

• Sharpness (SH) can be computed using the Laplacian L of the image, divided
by the locale average luminance (µxy) around pixel (x,y):

SH = ∑
x,y

L(x, y)
µxy

, with L(x, y) =
∂
2
Ixy

∂x2
+
∂
2
Ixy

∂y2
, (2)

where Ixy is the intensity of a pixel.
• Contrast (CO) is the relative difference luminance in an image using the in-

tensity of each pixel. In this work, we employ the often used root mean square
contrast (RMS-contrast) [48]:

CO =
1

N
∑
x,y

(Ixy − I), (3)

where Ixy is the intensity of a pixel, I represents the arithmetic mean of the
pixel intensity and N is the number of pixels.

• Colorfulness (COL) can be calculated via the individual color distance of the
pixels. Therefore, we first transfer the images to the sRGB color space defined
as rgxy = Rxy −Gxy and ybxy = 1/2(Rxy +Gxy) − Bxy, where Rxy, Gxy, and
Bxy are the color channels of the pixels, and subsequently measure colorfulness,
as follows:

COL = σrgyb + 0.3 ⋅ µrgyb, with (4)

σrgyb =
√
σ2
rg + σ

2
yb, µrgyb =

√
µ2
rg + µ

2
yb,

where σ and µ stand for the standard deviation and the arithmetic mean, and
0.3 is a pre-defined parameter in OpenIMAJ

11
.

• Entropy (EN) can be seen as the amount of information content provided by
a source. We use Shannon entropy to compare two images as follows. First, we
convert the image to gray scale, where each pixel has exactly one intensity value.
Second, we count the occurrence of each distinct value. We compute entropy as
follows [50]:

EN = − ∑
x∈[0..255]

px ⋅ log2(px), (5)

where px is the probability of finding the gray-scale value x among all the pixels
in the image.

11
The parameter was estimated in a user study by Hasler et al. [21] in 2003 and is considerd

to be optimal. In their work, Hasler et al. obtained a correlation of more than 95% with human
judgement using this formula and parameter.
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• The sixth method is based on image embeddings. To compute the image embed-
dings (EMB) we rely on a pre-trained (ImageNet) VGG-16 network

12
, as also

employed in current state-of-the-art content-based recommender systems work,
such as [12, 36]. Similarly, we use the first fully connected layer of this network
as an output. Hence, each recipe image r is represented as a vector EMB(r)
with 4096 elements. Again, we use the cosine similarity between the embed-
dings to compare two recipes. Technically, we used the Keras

13
framework for

the computations. All images were automatically downsampled to fit the input
layer. Since all images were of the same height and width, downsampling was
unproblematic.

4.1.3 Ingredients-based Similarity

We relied on four different metrics to determine the similarity between two recipes
on the ingredient level.

• The first two are designed using an ingredient-based representation that is com-
mon in the recipe recommendation domain [14]. Each recipe r is encoded as a
vector of its ingredients Ing(r), where the values of the vector represent the
normalized weight (in grams/100g of a recipe) of the respective ingredient. We
use the cosine similarity and the Jaccard coefficient as alternative similarity
functions.

• The third metric is based on TF-IDF encoding the entire block of text that
contains the ingredient description of a recipe. The distance between two recipes
is determined with the cosine similarity.

• The fourth metric is topic-based. We again use Latent Dirichlet Allocation
(LDA) to derive a topic distribution from the text describing the ingredients
and again rely on the cosine similarity function.

4.1.4 Directions-based Similarity

We computed two measures based on the block of text that contains the cooking
directions for each recipe. One is based on a TF-IDF encoding of the text, and
one based on topic modeling (LDA), which was done in a similar way as described
above. In both cases, we used the cosine similarity to compare two recipes.

Generally, in our work we mostly relied on TF-IDF and LDA-based represen-
tations for text descriptions, e.g., for directions for recipes or plots for movies,
for two reasons. First, these representations have been successfully used to en-
code text documents in a number of application domains in the past. Second, the
same encoding techniques were also used in previous works, see, e.g., [14, 45, 66].
Clearly, a number of alternative encodings can be used here, and we see the ex-
ploration of alternative approaches, e.g., based on recent embedding approaches
as an interesting area for future work.

12
We plan to explore the use of alternative architectures in the future, such as, ResNet [23],

Inception [52], etc.
13

https://keras.io/

https://keras.io/
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4.2 Collecting Human Judgments

In this section, we describe our procedure for collecting human similarity judge-
ments as used in Study 1a and Study 1b in more detail. To recruit participants for
the study, we used the crowdsourcing platform Amazon Mechanical Turk. The
main task of the “workers” was to assess the similarity pairs of recipes on a
five-point scale.

14
Furthermore, they answered additional questions about their

background, preferences, and similarity judgement approach.

Fig. 1: Web interface to collect similarity judgements for recipes (Study 1a). The
extreme values for the users’ responses were “Completely Different (1)” and “They
are more or less the same (5)”.

14
This procedure is similar to the one used in [66]. Alternative approaches for collecting

similarity judgements are possible, e.g., by using a third item as a reference for the participants.
Such designs might, however, lead to an increased complexity of the judgement task.
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4.2.1 Determining Pairs for Human Judgment

To make sure that the recipe pairs to be judged are not entirely different (e.g.,
a cocktail recipe and a main dish), we restricted the selection of recipes in our

experiments to the category of main dishes
15

. We, furthermore, only considered
recipes with more than 20 ratings by the community, which ensures that the recipes
are not too obscure and have a certain minimum quality. As shown in [57], the
average number of ratings per recipe is 18. The threshold of 20 ensures that we
do not base our work on niche recipes, which are not known by many people and
where the similarity estimate might be not too reliable, e.g., due to the use of
rarely used ingredients. This filtering process finally led to a set of 1,031 recipes.

In the next step, we determined a set of pairs to be presented to the human
judges. To ensure that all aspects covered by our 17 similarity measures are con-
sidered, we proceeded as follows. First, we calculated all pairwise similarity values
for all 17 measures. We then computed an overall similarity value for each pair
by using a linear combination of these 17 measures using equal weights. Then, to
ensure that there is enough variety in the pairs to be evaluated by humans, we
employed a biased stratified sampling strategy [45, 66] to cover all parts of the sim-
ilarity distribution. Using this strategy, we sampled 2, 000 recipes lying between
quantile [Q0-Q1] of the distribution, 2, 000 lying between quantile [Q2-Q8], and
2, 000 recipes lying between quantile [Q9-Q10]. This process resulted in a sample
of 6, 000 recipe pairs that can be used for human judgement.

4.2.2 Data Collection

We implemented a web application for the purpose of data collection. Each human
judge was presented with 10 randomly chosen recipe pairs and asked to state to
what extent the two recipes were similar. When selecting the pairs, we made sure
that each pair of recipes is only rated by one human judge

16
. For the response, a

five-point Likert scale was used, as shown in Figure 1. In addition, we asked for
each pair—again using 5-point Likert items—to what extent they used the differ-
ent factors (recipe title, image, ingredient list and directions) for their similarity
assessment. After collecting the 10 judgements, the participants were asked ques-
tions about their gender, age range, how often they cook at home, and how often
they use online recipe portals.

We took different actions to ensure that the responses by the crowdworkers
were reliable [7, 22, 42]. First, we recruited only crowdworkers who had a “HIT

accept rate”
17

of more than 98% on Mechanical Turk and who had a positive

15
We have chosen main dishes as they are one of the most popular categories on the platform

and we did not want that our study is confined to a smaller subset of recipe types on the
platforms. Second, main dishes can be quite varied, which makes the similar item retrieval task
more challenging than, for example, for deserts. Finally, one of our goals was to be consistent
with previous works which also used main dishes as a basis for their experiments, e.g., [24, 59].
16

The reason for using this procedure is to ensure that we obtain a larger number of judge-
ments for a diverse set of items. This in turn allows to train more reliable models with a
constrained budget. Having more judges per pair is possible, but needs significantly more
study participants if we want to make sure that many dishes or movies are covered by the
judgements.
17

HIT stands for Human Intelligence Task on Amazon Mechanical Turk.
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evaluation for more than 500 hits in the past. Since allrecipes.com is US-based, we
limited participation to US residents. In addition, our web application included
an attention check. In one of the recipe descriptions of the 10 presented pairs, we
instructed the participants to answer all questions for this pair with the highest
possible rating, independent of what they think. We estimated that our study
participants will work approximately 5-10 minutes on the task on average. The
reimbursement for the task was therefore set to USD 0.5 per HIT.
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Fig. 2: Crowdworker characteristics of the similarity assessment study (Study 1a).

4.2.3 Participants

We recruited 400 crowdworkers for collecting the similarity judgements. 381 of
them completed the study successfully and thus evaluated 3,810 recipe pairs. The
median working time to complete the survey was 10 minutes, which was slightly
higher than estimated.

Figure 2(A-F) shows the distribution of the characteristics of the participants.
On average, the participants’ self assessment regarding their cooking experience,
their frequency of cooking at home, and their use of online recipe sites is relatively
high, see Figure 2(A-C). Looking at the eating preferences, gender distribution,
and age, see Figure 2(D-F), we can consider the sample to be diverse.

To some surprise, only 171 (44.88%) users passed the attention check, even
though the specific instructions were printed at the beginning of the cooking di-
rections in upper-case letters, and even though we restricted participation to ex-
perienced crowdworkers. Filtering out responses by users who were not working
carefully enough, i.e, who did not pass the attention check, left us with 1,539
human similarity judgements.
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4.3 Results

4.3.1 Information Cue Usage

We first looked at what the participants stated about their use of different types of
information (information cues) when assessing the similarity of two recipes. Figure
3(A) shows that the title and the image were the most important factors according
to the participants’ self assessment. Ingredients were slightly less important, and
the cooking directions were the least relevant factor. A statistical analysis using a
one-way ANOVA

18
and a Tukey’s HSD post-hoc test reveals that most differences

are significant (p < 0.01 and p < 0.001), except for the difference between the
image and the title cue, see Figure 3(B).

● ●

●

●3.50

3.75

4.00

4.25

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

Information Cue

C
ue

 U
sa

ge

A
●

●

●

●

●

●

−1.00

−0.75

−0.50

−0.25

0.00

D
ire

ct
io

ns
−

Im
ag

e

D
ire

ct
io

ns
−

In
gr

ed
ie

nt
s

D
ire

ct
io

ns
−

T
itl

e

Im
ag

e−
T

itl
e

In
gr

ed
ie

nt
s−

Im
ag

e

In
gr

ed
ie

nt
s−

T
itl

e

Pair

D
iff

er
en

ce

●

●

●

p<0.001

p<0.01

Non−Sig

B

Fig. 3: Study 1a: (A) Information cue usage (means and std. errors) and (B)
Pairwise comparison. Scale: 1 (not at all) — 5 (totally agree).

4.3.2 Correlation Analysis (RQ1)

Next, to address RQ1 on the relative importance of the different features, we
analyzed to what extent the provided similarity judgements correlated with our
17 computational similarity measures. Table 2 shows the results for Spearman’s
correlation coefficient

19
for those users who passed the attention check (ρpass) and

all users (ρall).
Generally, the results show that the correlation with the pairwise judgements

improves when the non-attentive study participants were removed. The highest
correlation was observed with the ING:TFIDF metric (ρ = 0.56, p < 0.001), i.e.,
when treating the list of ingredients as a block of text. This is an interesting result,

18
The homogeneity of variances for all ANOVA tests was checked with Levene’s test.

19
We have chosen Spearman as a correlation metric as the data (=user ratings) is (a) not

normally distributed and (b) on an ordinal scale.
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Table 2: Study 1a: Similarity metric correlation (Spearman) with user similarity
estimates. ρpass indicate correlations with users who passed the attention check,
while ρall denotes all users. Note:

∗
p < 0.05,

∗∗
p < 0.01,

∗∗∗
p < 0.001.

Metric ρpass ρall

Title:LV 0.48
∗∗∗

0.38
∗∗∗

Title:JW 0.46
∗∗∗

0.35
∗∗∗

Title:LCS 0.50
∗∗∗

0.40
∗∗∗

Title:BI 0.48
∗∗∗

0.38
∗∗∗

Title:LDA 0.22
∗∗∗

0.19
∗∗∗

Image:BR 0.18
∗∗

0.14
∗

Image:SH 0.16
∗

0.11
∗

Image:CO 0.29
∗∗∗

0.20
∗∗∗

Image:COL 0.09
∗

0.07
∗

Image:EN 0.34
∗∗∗

0.28
∗∗∗

Image:EMB 0.44
∗∗∗

0.34
∗∗∗

Ing:COS 0.54
∗∗∗

0.44
∗∗∗

Ing:JACC 0.51
∗∗∗

0.41
∗∗∗

Ing:TFIDF 0.56
∗∗∗

0.44
∗∗∗

Ing:LDA 0.45
∗∗∗

0.36
∗∗∗

Dir:TFIDF 0.50
∗∗∗

0.40
∗∗∗

Dir:LDA 0.54
∗∗∗

0.43
∗∗∗

because in the literature, the ING:COS similarity metric is typically preferred
[14], which uses a more structured encoding of the ingredients. The metric with
the lowest score is based on the image sharpness (Image:SH, ρ = 0.16, p < 0.05).
However, image embeddings (Image:EMB, ρ = 0.44, p < 0.001), appear to be well

correlated with human judgements in the recipe context
20

.
In order to better understand the correlation of the different types of features,

we analyzed the correlations when the similarity metrics of each type are consid-
ered together. Table 3 shows the correlations with human judgement (first row)
and the other features types, when the metrics of each type are linearly combined
with equal weights. We also show the correlation when all metrics are combined
(All). The results show that ingredient-based and directions-based metrics, as well
as the simultaneous consideration of all metrics, lead to the highest correlation val-
ues (ρ = 0.61, p < 0.001). Using only image-based metrics leads to a much lower,
but still significant correlation (ρ = 0.45, p < 0.001). What can also be seen in
the figure is that all features are correlated to a high degree, which indicates high
multicollinearity. This, as a result, might lead to lower predictive performance in
case regression models are employed which cannot deal well with such a situation.

Comparing these correlations with the participants’ self assessments in Figure
3 shows an interesting contrast. While participants say that the recipe image
is highly important for them, it turns out that this information cue—at least

20
Image embeddings have been shown to be useful in many different application areas of

multimedia. Recently, image embeddings have not only been used to classify images but also
in the context of recommender systems to, for example, recommend images, etc. to people,
see, e.g., [36]. Compared to explicit feature-based approaches, as also used in this paper,
embeddings can capture several aspects of an image at the same time such as shapes, color,
etc.
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Table 3: Study 1a: Similarity metric correlation (Spearman) with user similarity
estimates per cues when metrics are linearly combined with equal weights in the
linear model. Note: All correlations are significant (p < 0.001).

Humans Title Image Ingredients Directions All

Humans 1 0.53 0.42 0.61 0.60 0.61
Title – 1 0.50 0.57 0.59 0.72
Image – – 1 0.55 0.60 0.81
Ingredients – – – 1 0.75 0.80
Directions – – – – 1 0.85
All – – – – – 1

when using the specific image-based similarity measures from our experiment—is
significantly less correlated with their similarity assessments than other features.
The cooking directions, in contrast, which were considered much less important by
the users, turned out to be well correlated with the provided human judgements.
Overall, given that some of our image similarity measures actually correlate well
with the participants’ similarity judgements, see Table 2, we see an indication
that directly asking users what they think is important is potentially not the most
reliable basis when designing a similarity measure for a domain.

21

4.3.3 Learning the Similarity Function (RQ2)

Since not all similarity metrics are equally correlated with human judgements,
it is intuitive to apply machine learning to find the best metric combination. In
other words, our goal—corresponding to RQ2 on how to combine features for
prediction—is to learn a model that leads to the lowest prediction error, i.e., the
lowest average deviation from the predicted similarity for a given recipe pair and
the human similarity judgements for the same pair.

Many machine learning algorithms can be in principle applied for the problem.
In this work, we used different types of regression models such as Linear Regres-
sion (LR), Ridge Regression (Ridge), and Lasso Regression (Lasso), where the

latter two are often considered to be better able to handle multicollinearities
22

.
Furthermore, we included the Random Forest (RF) and Gradient Boosting (GB)
techniques in our experiments, as they often lead to superior performance than re-
gression models. As baselines, we used the overall mean of all similarity judgements
as well as a random predictor. Formally, this can be expressed as follows:

simH(ri, rj) = REG(simfk
(ri, rj), ..., simfk

(ri, rj)), (6)

where ri and rj are recipe pairs in the set of all recipes R, simH(ri, rj) is the
unique human similarity judgement for a recipe pair to be predicted on a scale
[1...5]. Finally, REG is any arbitrary regression method employing feature-based

21
Similar discrepancies were previously analyzed in the field of psychology, e.g., in [25].

22
Compared to a standard Ordinary Least Squares models, Lasso and Ridge regressions

introduce regularization terms (penalties) in their models [54]. The aim of Ridge regression is
to “minimize the sum of squared residuals but also penalize the size of parameter estimates,
in order to shrink them towards zero” [39]. The penalty is also called L2 penalty. Lasso, in
contrast, is based on an L1 penalty; for further details see [39]. An alternative would be to use
explicit feature selection such as done in [40].
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similarity functions simfk
(ri, rj) as, e.g., presented in Table 1. For example, in

case of a linear model (LM), REG becomes:

REG = ∑
f∈F

βf ∗ simf (ri, rj), (7)

where simf (ri, rj) are feature-based similarity functions, F is a set representing
all available feature-based similarity functions, and βf denotes the weights to be
learned in the model.

To evaluate the models, we used the following performance measures: Root
Mean Squared Error (RMSE), R squared (R

2
), Mean Absolute Error (MAE),

and Spearman Correlation (ρ). The performance measures were determined as
the average obtained from a five-fold cross-validation procedure. Grid search was
applied on a validation set from the training data to find the optimal hyper-
parameters for each model

23

The results of this predictive modeling experiment are shown in Table 4. For
the given dataset, Ridge regression led to the best results, with the lowest RMSE
and MAE values. The differences compared to the other models are sometimes
very small. The improvement compared to the baselines is, however, substantial
and statistically significant according to a Wilcoxon Rank-Sum test (p < 0.01).

Table 4: Performance of different learning approaches (recipe domain).

Method RMSE R
2

MAE ρ

(Instances = 1,539)

Model performance (All features)

All (RF) 0.8958 0.4734 0.6787 0.6425
All (GB) 0.8805 0.4921 0.6672 0.6390
All (LM) 0.8700 0.5022 0.6668 0.6512
All (Lasso) 0.8667 0.5049 0.6680 0.6136
All (Ridge) 0.8654 0.5063 0.6651 0.6625

Baselines

Mean 1.2292 0.4995 1.0433 0.0184
Random 1.2290 0.0010 1.0435 0.0489

Figure 4 shows the importance of the different predictor features, i.e., the
normalized ranks of the model coefficients, for the best performing model as de-
termined with the “varImp” method of R’s caret package. The results are in line
with the observations from above: Directions and ingredients are the most impor-
tant metrics, whereas image-based features—while still relevant—are slightly less
important.

Generally, in terms of the predictive performance, one can try to consider ad-
ditional factors besides the similarity metrics. If, for example, the user character-
istics are known, one can factor them into the prediction models. One assumption

23
We used R’s caret package for that purpose. Further details, on model train-

ing and parameter tuning can be found here: https://topepo.github.io/caret/
model-training-and-tuning.html#basic-parameter-tuning

https://topepo.github.io/caret/model-training-and-tuning.html#basic-parameter-tuning
https://topepo.github.io/caret/model-training-and-tuning.html#basic-parameter-tuning
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Fig. 4: Feature importance for the best performing Ridge regression model (recipe
domain).

could be that participants with more cooking experience look more closely at the
directions, while others might be more influenced by the recipe image.

We have therefore performed additional experiments where we constructed
models that consider the characteristics of the user that were collected in the study
(age, gender, cooking experience etc.) as predictor variables. For these experiments,
we used Ridge regression as a learning technique. The results of these experiments
are shown in Table 5.

The results show that considering certain additional features has only lim-
ited impact on the prediction performance when considered in isolation. However,
when applied in combination, a significant improvement in terms of the perfor-
mance measures (according to a Wilcoxon Rank-Sum test with p < 0.05) can be
achieved. Note that we do not consider these additional user characteristics in our
validation studies described later, since we generally cannot assume that the user
characteristics are known.

Finally, Table 6 presents the results of four models when considering features
from one information cue at the time. In general, the results reveal that the direc-
tions feature set performs best and the image cue worst. Interesting to note here
is that while titles, ingredients, and directions perform similarly, as presented in
Table 3, correlations can be significantly improved for the image feature set (LM
= 0.42 vs. Ridge = 0.49, p < 0.05 according to a Pearson and Filon’s z-test) if we
consider Ridge regression as a learning method rather than a simple linear model
with equal weights. Another interesting finding is that direction-based cues are
among the best predictors, which is in line with [45]. In their work, Rokicki et al.
show that cooking directions are better suited to predicting the healthiness of a
meal than ingredients, as they, in general, contain the most information about a
recipe.
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Table 5: Results when considering additional features (recipe domain).

Method RMSE R
2

MAE ρ

(Instances = 1,539)

Model performance (All features)

All (Ridge) 0.8654 0.5063 0.6651 0.6625

All (Ridge) + additional features

Recipe Website Visits 0.8684 0.5031 0.6668 0.6558
Home Cooking 0.8648 0.5065 0.6646 0.6605
Cooking Experience 0.8631 0.5079 0.6615 0.6615
Age 0.8562 0.5170 0.6570 0.6699
Gender 0.8521 0.5203 0.6558 0.6755
All User Characteristics 0.8393 0.5336 0.6448 0.6865

Table 6: Results when considering only one information cue at the time (recipe
domain).

Method RMSE R
2

MAE ρ

(Instances = 1,539)

Ridge Regression per Information Cue

Title 1.0245 0.3079 0.8348 0.5278
Image 1.0680 0.2478 0.8706 0.4969
Ingredients 0.9449 0.4096 0.7493 0.6080
Directions 0.9390 0.4190 0.7480 0.5998

5 Learning the Similarity Function – Movie Domain

To test if our general approach generalizes to another domain, we repeated Study
1a in the movie domain (denoted as Study 1b) and we also trained various ma-
chine learning models to predict user-perceived similarity levels from the human
judgement data.

5.1 Catalog of Similarity Measures

We created a catalog of 20 individual similarity measures. The measures fall into
eight groups. The technical details regarding the exact calculation of all used
measures are given in Table 10 in the appendix.

• Five measures were based on the title of the movies; again, we consider different
forms of computing the similarities, e.g., based on the Levenshtein or the Jaro-
Winkler distance.

• Six measures take the cover image as a basis to determine the similarity, based
on their brightness, sharpness etc.

• Plot summaries were used in two different ways, using either a TF-IDF encod-
ing or LDA.

• Two measures were based on genre similarity and one based on the directors
of the movies.
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• Inspired by the work in [66], we defined one similarity measure based on the
tag-genomes of the movies, and one by their distance in the latent space that
results from applying matrix factorization (SVD).

• The final two measures were based on the release date and the top-3 stars in
the movies.

The main addition compared to Study 1a is that we include measures based on
user-generated content (tag-genome) and that we consider collaborative informa-
tion (SVD). While we cannot generally assume that such information is available,
we included these measures in order to gauge the usefulness of including alternative
types of information in the learning process.

Note that unlike in the recipe domain, where we focused on the category of
main dishes, we did not concentrate on certain types of movies in this analysis, e.g.,
by only selecting movies of a certain genre. This decision was made to make our
work comparable with previous work [66], which also did not focus on a certain
genre or subset of the available movies. In our current approach, the genre is
therefore used as a relevant item feature. However, future work could investigate
if learning individual similarity functions for certain subsets of an item catalog is
beneficial or not.

5.2 Collecting Human Judgments

Similar to Study 1a, we used a web interface to collect human judgements with the
help of crowdworkers, see Figure 13 in the appendix. Furthermore, we restricted the
selection of movies to those having obtained at least 2,000 ratings. The threshold
of using movies recipes with more than 2,000 ratings was chosen to be consistent
with previous works [66], where the goal was to avoid to base the research on too
obscure (niche) items. Again, we used a stratified sampling strategy to determine
a set of pairs to be presented to the participants. At the end of the process, we
had 6,000 pairs involving 2,512 movies.

5.3 Results

We recruited another 400 crowdworkers for collecting the similarity judgements.
Every participant was asked to rate 10 pairs, leading to 4,000 movie pairs. Fig-
ure 11(A-F) in the appendix shows the distribution of the characteristics of the
participants. Filtering out responses by a large fraction of crowdworkers who were
not working carefully enough, i.e, who did not pass the attention check

24
, left

us with 1,395 human similarity judgements. The following analyses are based on
these 1,395 judgements.

5.3.1 Information Cue Usage

Figure 5 shows which information cues were used by the participants (based on
their self-report). According to this analysis, plot and genre descriptions were the

24
The attention check for the movie domain study was more or less identical as in the recipes

study. Instead of displaying the attention check in the ‘directions’ text, we displayed it in the
‘stars’ section.
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most important pieces of information by the participants, followed by the movie
title and the cover image. Interestingly, the director, the release date, and the
average star rating were on average not considered relevant at all.
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Fig. 5: Study 1b (A) Information cue usage (means and std. errors) and (B) Pair-
wise comparison. Scale: 1 (not at all) — 5 (totally agree).

5.3.2 Correlation Analysis (RQ1)

Table 7 shows the results for Spearman’s correlation coefficient for those users
who passed the attention check (ρpass) and all users (ρall). The strongest correla-
tion between the user’s judgement and the objective features was observed for the
genre, but only when it was computed based on the Jaccard index (Genre:JACC,
ρ = 0.56, p < 0.001). Plot features (Plot:LDA, ρ = 0.37, p < 0.001) also represent a
comparably good predictor for human judgement, which is in line with the infor-
mation cue usage statistic in Figure 5. The release date, somehow contradicting
the participants self-report, to some surprise is also a good predictor (Date:MD,
ρ = 0.37, p < 0.001). This confirms the findings from Study 1a that user-reported
importance considerations are not necessarily good predictors. Of the images fea-
tures, the image embeddings and image brightness show fairly strong correlations.
Finally, the two special measures that were introduced in Study 1b (SVD-based
similarity and similarities based on the tag-genome), were also very highly corre-
lated with the assessments of the study participants (Tag, ρ = 0.49, p < 0.001 and
SVD, ρ = 0.37, p < 0.001).

The correlation values when linearly combining the similarity measures of the
same type are shown in Table 11 in the appendix.

5.3.3 Learning the Similarity Function (RQ2)

Like for Study 1a, we trained different types of machine learning models that
combine the individual features to predict the user-perceived similarity of movies.
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Table 7: Study 1b (movie domain) Similarity metric correlation (Spearman) with
user similarity estimates. ρpass indicate correlations with users who passed the
attention check, while ρall denotes all users. Note:

∗
p < 0.05,

∗∗
p < 0.01,

∗∗∗
p <

0.001.

Metric ρpass ρall

Title:LV 0.19
∗∗∗

0.18
∗∗∗

Title:JW 0.16
∗∗∗

0.16
∗∗∗

Title:LCS 0.20
∗∗∗

0.19
∗∗∗

Title:BI 0.17
∗∗∗

0.17
∗∗∗

Title:LDA 0.01 0.01

Image:EMB 0.18
∗∗∗

0.16
∗∗∗

Image:BR 0.22
∗∗∗

0.20
∗∗∗

Image:SH 0.10
∗∗∗

0.08
∗∗∗

Image:CO 0.03 0.03
Image:COL 0.15

∗∗∗
0.14

∗∗∗

Image:EN 0.15
∗∗∗

0.09
∗∗∗

Plot:TFIDF 0.25
∗∗∗

0.20
∗∗∗

Plot:LDA 0.37
∗∗∗

0.34
∗∗∗

Genre:JACC 0.56
∗∗∗

0.53
∗∗∗

Genre:LDA 0.13
∗∗∗

0.13
∗∗∗

Dir:Jacc 0.10
∗∗∗

0.07
∗∗∗

Date:MD 0.37
∗∗∗

0.35
∗∗∗

Stars:JACC 0.18
∗∗∗

0.16
∗∗∗

Tag 0.49
∗∗∗

0.46
∗∗∗

SVD 0.37
∗∗∗

0.36
∗∗∗

The results are shown in Table 8. Combining different features again proved to be
favorable, and Ridge regression again led to the best results, thus confirming the
findings of Study 1a. Like in the recipe domain, the differences between the tested
regression models are often small. Compared to the baseline models, however,
the improvements are again substantial and statistically significant according to a
Wilcoxon Rank-Sum test (p < 0.01).

The relative importance of the features when used in the Ridge regression
model are shown in Figure 12 in the appendix. Further information about the
performance of individual features and the again helpful consideration of additional
information about the users can be found in Table 13 and Table 12, also in the
appendix.

5.3.4 Comparing Study 1a (recipes) and Study 1b (movies)

Overall, the findings of Study 1b in the movie domain are almost fully in line with
those of Study 1a for the recipes. The correlation between some of our objective
measures with user similarity estimates is in many cases good, which confirms the
general suitability of the chosen measures. In both domains it turned out that
combining all predictor variables leads to the best models. Ridge regression was in
both cases the model that led to the highest accuracy. Finally, in both domains we
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Table 8: Study 1b: Performance of different learning approaches.

Method RMSE R
2

MAE ρ

(Instances = 1,395)

Model performance (All features)

All(Lasso) 0.8873 0.3574 0.7286 0.5952
All(RF) 0.8807 0.3543 0.7007 0.5943
All(GB) 0.8844 0.3489 0.7029 0.5897
All(LM) 0.8752 0.3616 0.6929 0.6007
All(Ridge) 0.8745 0.3628 0.6926 0.6019

Baselines

Mean 1.0942 0.5001 0.9140 0.0001
Random 1.0948 0.0061 0.9140 0.0381

found some discrepancy between what users report is decisive for their estimates
and what can be observed from the objective measures. In Study 1b, we included
two additional features based on collaborative information (ratings and tags), and
it turned out that these are correlated with the user’s similarity perception as well.

6 Validating the Similarity Functions

The results so far show that using a combination of similarity measures leads to
the best approximation of the human judgements. Our goal is now to validate that
recommendations that are based on such a combined similarity function are also
perceived to be more similar than recommendations that are based on individual
information cues. We, furthermore, aim to assess the usefulness of similar item
recommendations when based on different feature sets.

6.1 Design of the Validation Studies

We designed additional studies (Study 2a for recipes and Study 2b for movies) for
that purpose, where the participants were presented with similar item recommen-
dations that were generated using different recommendation strategies.

6.1.1 Implemented Recommendation Strategies

The general recommendation task can be described as follows. Given a recipe (or

movie) ri, find all top-k (in our case k=5)
25

most similar items rj . Formally, this
can be expressed as follows:

predk(ri) =
k

argmax
rj∈R\ri

{sim(ri, rj)}, (8)

25
We chose a list length of 5 items not only to keep the cognitive load for participants low

but also because on recipe sites often not more than 5 recommendations are displayed (without
scrolling).
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where R\ri is the set of all items without ri and sim(ri, rj) is a similarity func-

tion.
26

In the recipe domain (Study 2a), we compared six recommendation strate-
gies. Five of them were regression-based and one was a random recommendation
baseline. In the regression-based models, we varied the implementation of the sim
function in Equation 8. One implementation used the combined and “optimal”
function as discussed in the previous section, see Table 4: All (Ridge). The other
four were also learned using Ridge regression, but were limited to metrics of one
type of features, i.e., recipe title, image, ingredients, or cooking directions, see
Table 6. Using the same approach for the movie domain (Study 2a), we ended up
with 12 strategies, which consisted of the optimal models (All and Allc), the indi-
vidual models per feature type, plus the Tag-Genome approach, the SVD approach
and a random baseline. While the All model combines all other models including
SVD and Tag-Genome, but except random, ALLc combines all content-based ap-
proaches, such as title, image, plot, genre, directors, release date and stars. For
more details, see Table 9.

Table 9: Similar item recommendation strategies.

Name Similarity metric(s) used

Recipe Domain (see also Table 1)

All All recipe similarity metrics combined using Ridge regression
T itle All recipe title similarity metrics combined using Ridge regression
Image All recipe image similarity metrics combined using Ridge regression
Ingredients All recipe ingredients similarity metrics combined using Ridge regression
Directions All recipe directions similarity metrics combined using Ridge regression
Random Random recipe recommendations

Movie Domain (see also Table 10)

All All movie similarity metrics combined using Ridge regression incl. SVD and tag genome
Allc All movie similarity metrics combined using Ridge regression excl. SVD and tag genome
T itle All movie title similarity metrics combined using Ridge regression
Image All movie image similarity metrics combined using Ridge regression
Plot All movie plot similarity metrics combined using Ridge regression
Genre All genre similarity metrics combined using Ridge regression
Directors All directors similarity metrics combined using Ridge regression
Date All date similarity metrics combined using Ridge regression
Stars All stars similarity metrics combined using Ridge regression
SV D Using the SVD similarity metric
Tag Using the tag genome similarity movie metric
Random Random movie recommendations

6.1.2 Data Collection

As with the first studies, we developed an online applications for Study 2a and
Study 2b. The main task of the participants was to individually assess five similar
item recommendations for a given reference item, see Figure 6 for an example in
the recipe domain, and Figure 14 in the appendix for an example in the movie
domain. The participants had to answer two questions in the form of five-point
Likert scales for each recommendation. First, they had to state how similar they

26
The set R\ri does not contain recipes or movie pairs already used in Study 1a and Study

1b, respectively.
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Fig. 6: Screen capture of Study 2a (recipe domain).

considered the recommended item with respect to the reference item. Second, they
were asked to indicate how likely it is that they would try out each recommenda-
tion. Furthermore, we asked additional questions about the likeliness of trying out
the reference recipe or watching the reference movie, and about their perception of
the recommendations as a whole (see also [30, 44]), using five-point Likert scales.
Specifically, we asked questions about the helpfulness, diversity, surprisingness,
and excitingness of each recommendation list.

This procedure was repeated for five reference items and the corresponding
recommendations. The reference items were selected from the pools of items that
were used in Study 1a and Study 1b, respectively. The study participants were
randomly assigned to one of the six (Study 2a) or twelve (Study 2b) conditions
(recommendation strategies) in a between-subjects design. The reference items to
be presented to the participants were also randomly chosen. After the participants
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had completed the task for five reference items, we asked the participants if they
plan to use the similar item recommendations in the future (intention to reuse).
Finally, we again asked for additional user characteristics like age, gender, and so
forth. The exact survey questions for all studies can be found in the appendix in
Table 14 and 15.

6.1.3 Participants

We recruited 900 crowdworkers for Study 2a and another 1200 for Study 2b. The
selection criteria (e.g., in terms of past success of the workers) were identical to
Study 1a and Study 1b. Assuming a required workload of about 10 minutes, we
paid USD 0.5 per HIT. We again implemented an attention check in the studies

27
.

At the end, we had 349 participants who had successfully completed the task for
the recipe domain and 837 successful participants for the movie domain.

The 349 users of Study 1a evaluated 1,745 recommendations lists in 6 condi-
tions and provided 8,725 recipe similarity estimates. The median working time to
complete the survey was 10 minutes, as estimated. The 837 participants of Study
2b provided 20,925 movie similarity assessments in 12 conditions. In the following,
we report the results that were obtained based only on those users who completed
the study and passed the attention check.

6.2 Results

In the subsequent discussions, we first analyze to what extent the different recom-
mendation strategies lead to similar item suggestions that are actually also per-
ceived to be similar be the participants. This is the main focus of RQ3 described
above. Subsequently, we investigate a number of facets related to the perceived
usefulness the results from the different strategies.

6.2.1 Perceived Similarity (RQ3)

Figure 7(A) shows the average similarity judgements for the recommended items
for each treatment condition in Study 2a in the recipe domain. The results con-
firm the trends that were observed in the analyses of the outcomes of Study 1a.
Recommendations based on the directions, title, and ingredient lists, as well as the
combined (“All”) model, led to the highest similarity perception. The image-based
approach, like in the offline experiments, performed significantly worse than the
others (p < 0.01), according to a pairwise comparison using one-way ANOVA and
Tukey’s HSD post-hoc test.

The participants found the random recommendations, as expected, to be very
dissimilar from the reference recipe. Employing a one-way ANOVA and Tukey’s
HSD post-hoc test shows that the random approach is significantly different from
all other approaches. An interesting observation here is that the title-based ap-
proach performs very well, which was not expected from the offline experiments
(see Table 6). One possible explanation for this slight discrepancy—remember that

27
The attention check was in the ‘description’ section for the recipe recommender study and

in the ‘star(s)’ section for the movie study.



Learning to Recommend Similar Items 29

●

●

●

●

●

●

2.0

2.4

2.8
A

ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

P
er

ce
iv

ed
 S

im
ila

rit
y 

(R
ef

er
en

ce
 R

ec
ip

e 
vs

 R
ec

om
m

en
de

d 
Li

st
)A

●

●

●

●

●

●

3.2

3.4

3.6

A
ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

In
te

re
st

 in
 T

ry
in

g 
ou

t R
ec

ip
es

 
(R

ec
ip

es
 in

 th
e 

R
ec

om
m

en
de

d 
Li

st
)

B

Fig. 7: Study 2a: (A) Perceived similarity (reference recipe vs recommended list)
and (B) Interest in trying out a recommendation (means and std. errors). Scale:
1 (not at all) — 5 (very similar/will try).

the title-based metrics also worked quite well in the offline measurement—can lie
in the different form of presentation in the validation study. In the validation
study, multiple elements with similar titles were presented to the users, whereas
the learned model was based on pairwise similarity judgements. More research is,
however, required to better understand this phenomenon.

Figure 8(A) shows the corresponding results for the movie domain. As shown,
the two combined models (All and Allc as well as the Tag-Genome and the SVD
model) produced recommendations that led to the highest perceived similarity
with the reference movie. According to a pairwise comparison using one-way
ANOVA and Tukey’s HSD post-hoc tests these four methods, however, were not
found to be different to a statistically significant extent. Note that it is not very
surprising that the tag model performs so well, because the tags that were pro-
vided by humans at the MovieLens site are actually based on the users’ perception
of key elements of a movie. As expected, the random model performed worst. All
models, except the release date based model were significantly different from the
random baseline (p < 0.01).

Overall, in both domains the combined method (All) was very effective in
recommending items that were also perceived to be similar to the reference item. In
the movie domain, it turned out that the tag-based and the SVD-based strategies
were also quite effective. The applicability of these strategies however depends on
the availability of community-provided data. Generally, the findings also indicate
that the results obtained in the offline analysis are predictive for the online success.
It, however, seems important to use human judgements as a gold standard instead
of self assessments by users, expert knowledge, or intuition.



30 Christoph Trattner and Dietmar Jannach

●

●

●

●

●

●

●

●

●

●

●

●

2.0

2.5

3.0

3.5

A
ll

A
ll c

T
itl

e

Im
ag

e

P
lo

t

G
en

re

D
ire

ct
or

s

D
at

e

S
ta

rs

Ta
g

S
V

D

R
an

do
m

Recommender Method

P
er

ce
iv

ed
 S

im
ila

rit
y 

(R
ef

er
en

ce
 M

ov
ie

 v
s 

R
ec

om
m

en
de

d 
Li

st
)A

●
●

●

●
●

●

●

●

●

●

●

●

2.7

3.0

3.3

3.6

3.9

A
ll

A
ll c

T
itl

e

Im
ag

e

P
lo

t

G
en

re

D
ire

ct
or

s

D
at

e

S
ta

rs

Ta
g

S
V

D

R
an

do
m

Recommender Method

In
te

re
st

 in
 W

at
ch

in
g 

M
ov

ie
 

(M
ov

ie
s 

in
 th

e 
R

ec
om

m
en

de
d 

Li
st

)

B

Fig. 8: Study 2b: (A) Perceived similarity (reference movie vs recommended list)
and (B) Interest in trying out a recommendation (means and std. errors). Scale:
1 (not at all) — 5 (very similar/will try).

6.2.2 Usefulness (RQ4)

Recommending items that are very similar to each other can be of high value for
users or not. Depending on the user’s intent, they might be either interested in
very similar recipes (e.g., because they already have the ingredients) or in recipes
that are similar to what they know but also help them discover new things. Similar
considerations apply for the movie domain. While our main focus is on perceived
similarity, we also explored other potential forms of utility. The subsequent anal-
yses therefore address RQ4 on the usefulness of similar item recommendations.

Propensity to Try Out Recommendations. Figure 7(B) shows the average expressed
intent of the participants to try out individual recommended recipes. In this mea-
surement, we only considered those responses where the participants answered
with a value higher than 3 that they were likely to try the reference recipe.

28
The

results show that the combined model as well as the recommendations based on the
title and the ingredients were those that the participants were most likely to try
out. The method based on ingredients was slightly better than the runner-ups, al-
though not to a statistically significant extent. The image-based recommendations
appeared less attractive for users, and the random recommendations were deemed
even less relevant. A one-way ANOVA and Tukey’s HSD post-hoc test showed no

28
Considering recommendations for reference recipes that the user does not like, e.g., because

she is a vegetarian but the reference meal is meat, will lead to low response values also for the
recommendations, as they are assumed to be similar.
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significant differences between the combined model (All), the title-based model
and the ingredients model. The differences to the random baseline were however
significant (p < 0.01).

Figure 8 presents the results for the movie study showing that the both All
models as well as the Tag Genome model and SVD performed best (no statistically
significant difference), while title, release date and the random baseline performed
worst, in terms of interest in watching a movie in the recommended list. These
results are interesting as they show the power of collaborative filtering (SVD) and
user-generated content (Tags). On the other hand, the combined models and Allc
in particular provide evidence for the usefulness of content features.

Generally, regarding our assessment of the utility of the recommendations, note
that applying typical measures like precision is in principle possible. However, it
would require the introduction of an artificial threshold value to discern relevant
from non-relevant items, with the additional problem that the ground truth for
the items that were not presented to the users is not known.

Additional Quality Factors. In addition, we asked the participants of both vali-
dation studies to what extent they found the recommended list helpful, diverse,
surprising, and exciting. Figure 9(A) shows the average helpfulness for each method
for the recipe domain. The general trend is similar to the previous analysis of the
users’ propensity to try out the recommended recipes. Recommendations based on
directions were considered to be the most helpful ones, the differences to the com-
bined model, which is also considered very helpful, are, however, not statistically
significant.

With respect to diversity, as shown in Figure 9(B), we can see that the diversity

perception—as expected—is inversely related to the similarity perception.
29

Gen-
erally, whether or not high diversity and serendipity is desired, depends on the
intended purpose and utility of the recommendation system. Optimizing solely
for similarity will, as expected, not lead to high levels of diversity. Therefore, in
case diversity is a desirable feature of the recommendations, various diversification
strategies from the literature can be applied [1, 69].

The recommendations that were most similar to the reference recipe were also
the least surprising ones, see Figure 9(C). A one-way ANOVA confirms that there
are significant differences between the groups (p < 0.001) and Tukey’s HSD post-
hoc test confirms that these differences are significant (p < 0.05 and p < 0.001)
for those pairs with no overlapping error bars. Finally, looking at Figure 9(D), we
see that the random method was perceived as most exciting and the combined
method (All) and the image-based method the least. However, a one-way ANOVA
shows that there are no significant differences between the methods.

At the end of the study, we asked the users to what extent they will use
similar item recommendations in the future (see Figure 10 for the results in the
recipe domain). Again, on average the combined model leads to very good results.
This time, the title-based recommendations performed worse and the image-based
recommendations led to a significantly lower intention to rely on similar item
recommendations in the future. Although these are interesting trends, a one-way
ANOVA reveals no significant differences.

29
We see this as another indicator of the reliability of the respondents.



32 Christoph Trattner and Dietmar Jannach

●
●

●

●

●

●

3.4

3.5

3.6

3.7

3.8

A
ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

Li
st

 H
el

pf
ul

ne
ss

A

●

●

●

●

●

●

3.3

3.6

3.9

A
ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

Li
st

 D
iv

er
si

ty

B

●

●

●

●

●

●

2.8

3.0

3.2

3.4

3.6

A
ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

Li
st

 S
ur

pr
is

in
gn

es
s

C

●

●

●

●

●

●

3.1

3.2

3.3

A
ll

T
itl

e

Im
ag

e

In
gr

ed
ie

nt
s

D
ire

ct
io

ns

R
an

do
m

Recommender Method

Li
st

 E
xc

iti
ng

ne
ss

D

Fig. 9: Study 2a (A) Helpfulness, (B) Diversity, (C) Surprisingness and (D) Excit-
ingness of the recommended lists (means and std. errors). Scale: 1 (not at all) —
5 (totally agree).
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Fig. 10: Study 2b Intention to use the recommendation method in the future (means
and std. errors). Scale: 1 (not at all) — 5 (totally agree).
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Overall, the results obtained for the recipe domain show that the combined
model not only resulted in recommendations that were perceived to be similar,
but the users also expressed interest in trying them out and found them helpful
in different ways. We see this as strong indicators of the usefulness of the learned
similarity function in this application domain.

The results for the movie domain are mainly in line with these observations.
The details can be found in Figure 15 and Figure 16 in the appendix. The tag-
based, the SVD-based, and to some surprise also the genre-based method, were
considered particularly helpful. The combined model also fared well in this dimen-
sion. The combined model, as expected, was leading to recommendations of low
diversity and surprisingness, which was also the case for the tag-based approach.
A one-way ANOVA confirms that there are significant differences between the
groups (p < 0.001) and Tukey’s HSD post-hoc test confirms that these differences
are significant (p < 0.05 and p < 0.001) for those pairs with no overlapping error
bars.

In terms of the participants’ intention-to-reuse, the combined model was not
better than most of the individual strategies, and not as good as the SVD-based
and the tag-based model. However, a one-way ANOVA shows that there are no
significant differences. Overall, our analysis shows that the tag-based model stands
out in this comparison, even though—like the combined model—it produced lists
of low diversity and surprisingness. Apparently, however, the community-provided
tags are able to capture aspects of movies that are difficult to extract from meta-
data, but which are particularly helpful for the users.

6.3 Comparison with the results from Yao and Harper [66]

Our study, as mentioned above in Section 2, shares some similarities with the
work presented in [66], which also focuses on the user perception of similar item
recommendations made in the context of a reference item. Differently from our
work, one main goal in [66] was to understand to what extent different specifically-
designed recommendation algorithms are able to generate movie recommendations
that are perceived to be similar and useful. In our approach, in contrast, the goal
was to learn the parameters of a regression-based recommendation algorithm and
to validate it in a recommendation setting.

Furthermore, while our study was mostly based on item meta-data, Yao and
Harper concentrate on community-provided information such as reviews, ratings,
click events, or tags in their recommendation methods. The advantage of their ap-
proach is that user-provided and community-based information can be very help-
ful. Study 1b shows that the user-provided tags—the only community-provided
information used also in our experiment—are indeed very well correlated with
the collected similarity judgements. Our validation study (Study 2b) furthermore
shows that tags are also leading to recommendations that are considered at leat
as useful as a method that solely relies on meta-data features.

Interestingly, the ratings-based SVD method led to the highest usefulness
scores in terms of the participants’ tendency to try out a movie recommenda-
tion, whereas in [66] this method only led to mediocre results. These differences
can probably be attributed to the different evaluation settings. In our work, we
for example asked users to judge the usefulness of an item in the context of other
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recommendations, whereas the assessment of the recommendation quality in [66]
was made when the pairwise comparisons were presented.

Overall, we see our work and the work by Yao and Harper to be comple-
mentary. One specific advantage of our method is that it can be applied also for
cold-start items for which know community feedback is yet available. However,
given the strong potential of community-based and user-generated information,
the combination of different types of data represents an interesting area of future
research.

7 Limitations

So far, we have validated our approach in two application domains. Investigations
for additional domains are part of our planned future works. Nonetheless, we are
confident that the findings of our studies generalize at least to certain types of
domains. Specifically, the problem of recipe and movie recommendation shares
similarities with other domains of quality and taste, where the similarity percep-
tion can be both subjective and depending on the relative importance of different
aspects to users.

A further potential limitation of our work is that our present studies are based
on a specific set of computational similarity measures. These measures were suc-
cessfully used before in the recommendation domain [36] and many of them cor-
relate well with the users’ judgements. However, there might be other metrics
that are even better able to match the users’ similarity perceptions. A particu-
larly promising area in this context are image-based similarity measures that go
beyond the comparably simple approaches that were used in our study. Interesting
other alternatives are the SIFT, SURF or ORB methods [47] as well as the use of
embedding-based approaches and other CNN architectures such as ResNet [23], In-
ception [52], etc. A further interesting direction of future work in that context lies
in the exploration of structural similarity metrics as discussed in the psychology
literature [60].

Additional investigations are also needed on the interplay between algorithmic
performance and the presentation of these algorithms in a recommender interface.
While in our two validation studies a common representation of similar item rec-
ommendations were used, we did not investigate different ways of presenting the
similar item list. Finally, a closer look at memory biases is needed as the current
work does not take into consideration to what extent a recipe or movie is known
to the user. This might further influence how similarity estimates are made.

Finally, a general threat regarding generalization of our work lies in the fact
that we relied on crowdworkers for the studies. Since we could identify and filter
out a large fraction of non-attentive study participants through attention checks,
we believe that this threat to validity is limited.

8 Conclusions & Outlook

The key findings of our research can be summarized as follows. Our work demon-
strates the feasibility of learning similarity functions, as used, e.g., in similar item
recommendations, from human judgements. It also turned out that considering
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these human judgements is a necessity, because experts can err and because self
assessments by users regarding the relative importance of certain factors might
be misleading. Our experiments and studies also showed that it is important to
consider several aspects in parallel when designing a similarity function, because
similarity is a multi-faceted concept in many application domains. The validation
through a user study furthermore showed that the chosen offline experimental de-
sign can be used as a predictor for the perception by users. Finally, we see our
studies as a blueprint for further research in other domains. Specifically, going
beyond previous works, it is not only important to rely on human assessments
when designing and learning the similarity function, it is important to validate
the function in the particular target application, in our case similar item recom-
mendations.

Our immediate future work consists of the application of our learning and
validation methodology to different domains. Furthermore, we will investigate
trade-off problems in similar item recommendations. Such problems arise when
the recommendations of too similar items and limited list diversity is not desir-
able in a particular application domain. For example, being recommended too
many movies by the same director, compare also [69], might be undesirable for
the user. In that context, we also plan to explore the use of multiple lists—as
done on media streaming sites—where each list uses a different similarity crite-
rion. Generally, some groups of users might rely more on certain information cues
than others. For example, there might be differences between women and men as
well as cultural differences. We will further explore such aspects as part of our
future works.
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Appendix

Table 10: Similarity metrics computed based on movie titles, images, plots, genres,
director(s), release dates and stars.

Name Metric Explanation

Title:LV sim(ri, rj) = 1 − ∣distLEV (ri, rj)∣ Title Levenshtein Distance-
based similarity

Title:JW sim(ri, rj) = 1 − ∣distJW (ri, rj)∣ Title Jaro-Winkler Distance-
based similarity

Title:LCS sim(ri, rj) = 1 − ∣distLCS(ri, rj)∣ Title Longest Common Subse-
quence Distance-based similar-
ity

Title:BI sim(ri, rj) = 1 − ∣distBI(ri, rj)∣ Title Bi-Gram Distance-based
similarity

Title:LDA sim(ri, rj) =
LDA(Title(ri))⋅LDA(Title(rj ))

∥LDA(Title(ri))∥∥LDA(Title(rj ))∥ Title LDA Cosine-based simi-
larity

Image:BR sim(ri, rj) = 1 − ∣BR(ri) −BR(rj)∣ Image Brightness Distance-
based similarity

Image:SH sim(ri, rj) = 1 − ∣SH(ri) − SH(rj)∣ Image Sharpness Distance-
based similarity

Image:CO sim(ri, rj) = 1 − ∣CO(ri) −CO(rj)∣ Image Contrast Distance-
based similarity

Image:COL sim(ri, rj) = 1 − ∣COL(ri) −COL(rj)∣ Image Colorfulness Distance-
based similarity

Image:EN sim(ri, rj) = 1 − ∣EN(ri) −EN(rj)∣ Image Entropy Distance-based
similarity

Image:EMB sim(ri, rj) =
EMB(ri)⋅EMB(rj )

∥EMB(ri)∥∥EMB(rj )∥ Image Embedding Cosine-
based similarity

Plot:TFIDF sim(ri, rj) =
TFIDF (Plot(ri))⋅TFIDF (Plot(rj ))

∥TFIDF (Plot(ri))∥∥TFIDF (Plot(ri))∥ Plot Text Cosine-based sim-
ilarity (TFIDF = TF-IDF
weighted vector)

Plot:LDA sim(ri, rj) =
LDA(Plot(ri))⋅LDA(Plot(rj ))

∥LDA(Plot(ri))∥∥LDA(Plot(rj ))∥ Plot LDA Cosine-based simi-
larity (LDA = LDA vector)

Genre:JACC sim(ri, rj) =
{Genre(ri)}∩{Genre(rj )}
{Genre(ri)}∪{Genre(rj )} Genre Jaccard-based similarity

Genre:LDA sim(ri, rj) =
LDA(Genre(ri))⋅LDA(Genre(rj ))

∥LDA(Genre(ri))∥∥LDA(Genre(rj ))∥ Genre LDA Cosine-based sim-
ilarity (LDA = LDA vector)

Dir:JACC sim(ri, rj) =
{Dir(ri)}∩{Dir(rj )}
{Dir(ri)}∪{Dir(rj )} Director(s) Jaccard-based sim-

ilarity

Date:MD sim(ri, rj) = 1 − ∣distdays(ri, rj)∣ Release Date distance-based
similarity (unit = days)

Stars:JACC sim(ri, rj) =
{Stars(ri)}∩{Stars(rj )}
{Stars(ri)}∪{Stars(rj )} Stars Jaccard-based similarity

SVD sim(ri, rj) = svd(ri, rj) SVD-based similarity based on
ratings

Tags sim(ri, rj) =
Tag(ri)⋅Tag(rj )

∥Tag(ri)∥∥Tag(ri)∥ Tag Genome Cosine-based sim-
ilarity
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Fig. 11: Crowdworker characteristics (who passed the attention check) of the sim-
ilarity assessment study (movie domain).

Table 11: Similarity metric correlation (Spearman) with user similarity estimates
per cues when metrics are linearly combined (movie domain) using equal weights
in the linear model. Note: All correlations are significant (p < 0.001), except for

those marked with a
†

symbol.

Humans Title Image Plot Genre Dir. Date Stars All

Humans 1 0.19 0.27 0.40 0.52 0.10 0.37 0.18 0.52

Title – 1 0.17 0.23 0.27 0.01
†

0.26 0.01
†

0.41

Image – – 1 0.22 0.35 0.03
†

0.26 0.07 0.41

Plot – – – 1 0.43 0.06
†

0.45 0.16 0.63

Genre – – – – 1 0.04
†

0.49 0.14 0.72
Dir. – – – – – 1 0.12 0.13 0.36
Date – – – – – – 1 0.15 0.79
Stars – – – – – – – 1 0.23
All – – – – – – – – 1
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Fig. 12: Feature importance for the best performing Ridge regression model (movie
domain).

Table 12: Results when considering additional features (movie domain).

Method RMSE R
2

MAE ρ

(Instances = 1,395)

Model performance (All features)

All(Ridge) 0.8745 0.3628 0.6926 0.6019

All (Ridge) + additional features

Movie Website Visits 0.8757 0.3615 0.6927 0.5999
Num. Days Watches Movie 0.8754 0.3667 0.6933 0.6049
Age 0.8764 0.3613 0.6931 0.6007
Gender 0.8770 0.3604 0.6946 0.5998
All User Characteristics 0.8732 0.3682 0.6906 0.6064

Table 13: Results when considering only one information cue at the time (movie
domain).

Method RMSE R
2

MAE ρ

(Instances = 1,395)

Ridge Regression per Information Cue

Title 1.0613 0.0615 0.8939 0.2437
Image 1.0460 0.0875 0.8681 0.2939
Plot 0.9786 0.2029 0.8105 0.4476
Genre 0.9075 0.3140 0.7299 0.5593
Stars 1.0729 0.0515 0.9041 0.2201
Directors 1.0885 0.0132 0.9149 0.1040
Date 1.0158 0.1385 0.8422 0.3717
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Fig. 13: Study 1b: Web interface to collect similarity judgements for movies. Re-
garding the choice of the features to be shown, note that it is not uncommon in
practice to show more than just the title, image and short descriptions. ITunes,
for example, shows the genre; IMDB shows also plot, directors and star ratings.
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Fig. 14: Screen capture of Study 2b (movie domain).
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Table 16: Recipe and movie dataset content feature statistics.

Feature Mean Median Min Max

Recipe Dataset

Number of words in the title 3.84 4 1 13
Number of characters in the title 25.32 24 5 82
Recipe image brightness 0.50 0.49 0.15 0.89
Recipe image sharpness 0.18 0.16 0.02 0.78
Recipe image contrast 0.17 0.17 0.01 0.48
Recipe image colorfulness 0.24 0.24 0.06 0.52
Recipe image entropy 0.95 0.95 0.49 1
Number of ingredients in the recipes 9.34 9 2 30
Number of words used in the ingredients description 26.22 25 3 97
Number of characters used in the ingredients description 175.79 166 22 673
Number of words used in the directions text 110.75 100 14 471
Number of characters used in the directions text 624.08 561 86 2643

Movie Dataset

Number of words in the title 2.79 2 1 14
Number of characters in the title 15.58 14 1 83
Cover image brightness 0.41 0.39 0.03 0.95
Cover image sharpness 0.23 0.21 0.03 1
Cover image contrast 0.08 0.07 0.01 0.22
Cover image colorfulness 0.24 0.23 0 0.71
Cover image entropy 0.83 0.87 0.17 0.99
Number of words used in the plot description 51.04 50 7 167
Number of characters used in the plot description 298.60 294 53 973
Number of genres 2.71 3 1 7
Number of directors 1.08 1 1 12
Release date (year) 1993.78 1997 1922 2017
Number of stars (top-3) 2.99 3 0 3
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